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Intralayer magnetic ordering in Ge/Mn digital alloys
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We present a first-principles investigation of the electronic properties of Ge/Mn digital alloys obtained by the
insertion of Mn monolayers in the Ge host. The main attention is devoted to the study of the magnetic properties
of the Mn layers for various types of ordering of the Mn atoms. Depending on the type of Mn position three
different structures are considered: substitutional, interstitial, and combined substitutional-interstitial. In all three
cases numerical structural relaxation of the atomic positions has been performed. We find that the intralayer
exchange parameters depend strongly on the crystal structure. For the substitutional and interstitial types of
structure the stable magnetic order was found to be ferromagnetic. For the mixed substitutional-interstitial
structure the ferromagnetic configuration appears unstable and a complex ferrimagnetic structure forms. The
spin-wave excitations are calculated within the Heisenberg model. The critical temperatures of the magnetic
phase transitions are determined using Monte Carlo simulations with interatomic exchange parameters obtained
for two different magnetic reference states: a ferromagnetic and a disordered local moment state.
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I. INTRODUCTION

The spin-dependent electron-transport phenomena in di-
luted magnetic semiconductors (DMSs) make these systems
an object of intensive theoretical and experimental studies.1,2

In the last decade, the research in this field was mostly focused
on the III- and V-group-based DMSs, above all (Ga,Mn)As,
where ferromagnetic (FM) ordering with relatively high Curie
temperature up to TC = 185 K was observed.3–5 Unfortunately,
rather low hole mobility of the order of 1–5 cm2/(V s) resulting
from the Fermi level position within the impurity band is
one of the serious obstacles in the way of (Ga,Mn)As-based
spintronic devices.6,7 The group-IV DMSs received relatively
low attention despite the possibility of their integration into
mature silicon technology. This situation can be explained by
technological difficulties in the preparation of homogeneously
doped samples. There are several experimental reports on the
high-TC ferromagnetism in the group-IV DMSs. However, the
physical mechanism of the formation of magnetic properties
of these DMSs is far from being well understood.8–11 For
instance, in Ge1−xMnx the coexistence of isolated Mn atoms,
Mn-rich clusters, and Mn5Ge3 nanoparticles, dispersed across
the Ge host, makes the magnetic behavior of the system
extremely complex.12–14

Currently, the technique of δ doping allows DMSs of high
quality and precisely controlled composition to be grown in the
form of so-called digital magnetic alloys (DMAs). In a DMA,
ultrathin 3d-metal layers can be periodically deposited inside
the semiconductor host. The exchange coupling between the
moments of the 3d atoms in DMAs can be remarkably
strong.15–17 Furthermore, the specific geometry of a DMA can
prevent the in-plane diffusion of magnetic dopants, reducing
the probability of their clusterization and secondary-phase
formation. δ doping has been employed already to fabricate

(III,V)/Mn DMAs.18–23 The fabrication of [Si(20 Å)/Mn(x)]30

with the thickness x = 1–2 Å has also been reported.32

All ab initio studies performed up to now for the
group-IV/3d DMAs show that Mn is the most promising
dopant.15,24–30 For instance, when Mn substitutes Ge or Si
within a single monolayer (ML) (MnS), ferromagnetic order
is expected and there is strong evidence for the formation
of a half-metallic density of states.31 The morphology of
the Mn ML seems to be a crucial factor which determines
the magnetic properties of the system. Experiments on
Si/Mn reveal structural variations within δ-doped layers.
Molecular beam epitaxy produces δ layers with mostly
substitutional MnS,32 whereas the deposition of Mn onto
the Si(001)-(2 × 1) reconstructed surface leads to formation
of a subsurface δ layer with manganese in interstitial po-
sitions (MnI),33 which was found to be ferromagnetically
ordered.27

In this paper we present the results of an ab initio study of
Ge/Mn DMAs. We focus on three structural compositions of
the Mn ML. First, we consider the case of the MnS ML, widely
discussed in the literature (cf., e.g., Refs. 15, 24, and 25). Then
we examine the interstitial MnI ML in Ge. Finally, we turn to
the mixed substitutional-interstitial composition (MnIS ML).
The latter is characterized by the double amount of manganese
occupying both substitutional MnS and interstitial MnI sites in
the δ-doped layer. Since epitaxial growth is a nonequilibrium
process, all three structural situations are in principle possible
and should be considered. For each scenario, the electronic
structure is calculated for numerically relaxed atomic posi-
tions. Next, the magnetic ordering is investigated based on the
analysis of calculated parameters of the interatomic exchange
coupling. Finally, we estimate the critical temperature for each
system and calculate the spectrum of spin-wave excitations.
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FIG. 1. Color Ge/Mn unit cell with the substitutional MnS

(a), interstitial MnI (b), and mixed MnIS (c) ML. Large brown
spheres represent Ge, while small dark red and pink spheres
represent MnS and MnI, respectively. The Ge layers are labeled as
shown in (a).

II. DETAILS OF CALCULATION

The Ge-based DMAs were modeled by tetragonal super-
cells, composed of the three different types of Mn ML and
Ge spacer with a thickness of 11 atomic layers (see Fig. 1).
The unit-cell basis vectors a, b, and c are directed along
[110], [1̄10], and [001], respectively, where a = b = aGe/

√
2,

c = 3aGe, and aGe = 5.77 Å is the optimized lattice parameter
of the diamond structure Ge.

We employed density functional theory within the gen-
eralized gradient approximation34 (GGA) to the exchange-
correlation potential and the projector augmented-wave
method35 implemented within the VASP code.36,37 To relax
the atomic positions in the supercells we used a plane-wave
basis set with a cutoff energy of 500 eV and a �-centered mesh
6 × 6 × 1 of special k points.38 The use of a more dense k mesh
leads to marginal changes of the relaxed atomic positions, less
than 0.25%. All structural optimizations were performed until
the forces on each atom were less than 10−2eV/Å.

For the relaxed geometry of Ge/Mn, further ab initio
calculations were performed using multiple-scattering theory
based on the Korringa-Kohn-Rostoker (KKR) method and the
atomic sphere approximation to the crystal potentials.39–41

A complex energy contour integration with 24 Gaussian
quadrature points was used, while for the Brillouin zone (BZ)
integration a 24 × 24 × 6 k mesh was utilized. The interatomic
exchange parameters Jij of the Heisenberg Hamiltonian

H = −
∑

i,j

Jij ei · ej

were evaluated using the magnetic force theorem (MFT).42

Here i and j number magnetic atoms, and ei is a unit vector in
the direction of the magnetic moment of the ith atom. The
exchange coupling parameters are calculated for both FM
and disordered local moment43–45 (DLM) reference states. The
DLM state models the system in the paramagnetic phase and
is simulated within the framework of the coherent-potential
approximation within the KKR Green’s function method.46,47

In order to circumvent the well-known shortcoming of the
GGA, which yields metallic behavior of bulk Ge, the Ge
valence p states were treated with an additional Coulomb

potential U .48,49 Thus, the calculated electronic spectrum of
Ge was in good agreement with the spectrum obtained with
the GW method50 which is known to reproduce experimental
spectra well.51 With U = 1.53 eV the calculated band gap is
close to the experimental value of 0.65 eV.

To estimate the critical temperatures of the systems,
Monte Carlo (MC) simulations were carried out (see Ref. 52
for details). Since we deal with two-dimensional layers of
Mn atoms, it is important to relate our calculations to the
conclusions of the Mermin-Wagner theorem.53,54 According to
this theorem, the two-dimensional Heisenberg system without
magnetic anisotropy does not feature a magnetically ordered
phase at nonzero temperatures. The reason for the absence
of long-range magnetic ordering in two dimensions is the
Goldstone mode of the gapless long-wavelength magnetic
excitations: the destructive role of this mode increases with
decreasing dimensionality of the system. On the other hand,
even a small gap in the excitation spectrum introduced by
the magnetic anisotropy, present in any real two-dimensional
system, can essentially reduce the impact of the low-energy
excitations. In systems with a relatively large critical temper-
ature, the magnetic ordering is governed by strong exchange
interactions. The dependence of the critical temperature on
the value of the magnetic anisotropy parameter has a weak
logarithmic nature.55 Therefore the variation of the magnetic
anisotropy in a physically reasonable interval does not change
the qualitative picture of the phase transformation. Our MC
simulations were performed for the Hamiltonian

H = −
∑

i,j

Jij ei · ej −
∑

i

�
(
ez
i

)2
,

where � is the magnetic anisotropy parameter. The easy axis
is taken along the z axis. The simulations were performed for
several values of �.

During the simulation, Mn supercells with up to 7200 atoms
were considered. The starting point was a high-temperature
disordered state. In the course of the simulations the tem-
perature was stepwise reduced until magnetic ordering was
reached. For each temperature, the thermal equilibrium was
assumed to be reached after 15 × 103 MC steps. The thermal
averages were determined over 25 × 103 MC steps.

The ground-state magnetic structure of a given system
can in principle be determined by means of total-energy
calcualtions for various magnetic states. However, in the
case of systems with a large number of possible magnetic
states this approach is associated with a vast computational
effort. A more convenient method to determine the ground
magnetic state is suggested by the evaluation of the effective
parameters of the interatomic exchange interactions since they
usually provide a reliable hint at the ground-state magnetic
structure. In the context of MFT the exchange parameters can
be calculated with respect to different reference states. In this
paper we consider two reference states: ferromagnetic and
paramagnetic. The paramagnetic state is described within the
DLM picture. In an ideal Heisenberg system all calculations
should lead to the same results. The difference of the exchange
parameters calculated with respect to the mentioned reference
states can be treated in terms of the temperature dependence of
the effective interatomic exchange interactions. It is logical to
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expect that the parameters obtained for the DLM reference
state are the better basis for the estimation of the critical
temperature of the magnetic phase transition.57

Useful information on the stability of the FM state is also
provided by the comparison of the energies of the FM and
DLM states, �E = EDLM − EFM, and by the analysis of the
cumulative exchange parameter J0 = ∑

i �=0 J0i . The value of
J0 describes the total exchange field at the position of a given
atom resulting from the exchange interactions with all other
magnetic atoms of the system.

In the case considered, similar values of the DLM-MFT
and FM-MFT exchange parameters indicate their weak tem-
perature dependence.

III. RESULTS AND DISCUSSION

In the DMAs the exchange coupling parameters strongly
depend on the structural type of the Mn ML. They are also sen-
sitive, although less dramatically, to the distances to the atoms
of the spacer. Therefore, the optimization of the atomic posi-
tions in the DMAs is important. Since the bond lengths Mn-Ge1

and Mn-Ge2 are smaller than or comparable to the Mn-Mn dis-
tance in the ML, charge redistribution, caused by relaxations,
could easily affect the exchange interactions in the Mn ML. To
be specific, in the case of the MnI ML the bond length between
MnI and Ge1, dMnI-Ge1 , increases by 3.35% compared to that
of Ge bulk, while dMnI-Ge2 is stretched by 5.16%. Upon these
structural changes, J01 and J02 were observed to increase by
40% and 125%, respectively. In the Ge/MnS DMA dMnS-Ge1

decreases by 1.8%, whereas dMnS-Ge2 decreases by 1%. This
leads to 20% and 15% increase of J01 and J02, respectively.
In the Ge/MnIS DMA relaxations are not so important, and
dMn(I,S)-Ge1 increases by just less than 1%. Nevertheless, this
changes J I-I

02 by about 14%. These results indicate a significant
hybridization between Mn and Ge states. As a rule, relaxations
in magnetic systems are determined by the electrostatic
interaction, while the influence of the magnetic structure is
much weaker. Below we discuss the results obtained with the
structural relaxations performed for the FM ordering.

We begin with the consideration of the MnS ML. For the
FM reference state the nearest neighbors demonstrate robust
ferromagnetic exchange with J01 = 25 meV [Fig. 2(a)]. The
coupling between more distant neighbors is much weaker,
e.g., J02 = −2 meV, while J03 is close to −6 meV. Other
coupling parameters are negligibly small. The calculated
cumulative exchange parameter J0 = 74.8 meV and �E =
119 meV/(Mn atom) are indications of the stability of the FM
state for the substitutional type of Mn layer.

The magnetic moment on the MnS atom is about 3.4μB.
Taking into account the moments induced in the semiconductor
host, the total moment per unit cell amounts to 3.04μB. These
values and estimated exchange parameters are in a good
qualitative agreement with the results obtained in Ref. 25.

Next, we consider the case of Ge/MnI DMA, where the
impurity atoms are located at the same distances as in the MnS

ML case but have another atomic environment. The interaction
between nearest neighbors, characterized by J01 � 16 meV in
FM-MFT, indicates a strong tendency toward FM ordering
[Fig. 2(b)]. The coupling via the Ge0 atom (superexchange)
with J02 = 3.7 meV makes this trend even stronger. The
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FIG. 2. Color Exchange coupling constants J0i (in meV) for
Ge/MnS (a) and Ge/MnI (b), as a function of the Mn-Mn distance.
Red squares and black triangles correspond to the FM and DLM
reference states, respectively.

exchange interactions with more distant neighbors are neg-
ligibly small. As a result, the cumulative exchange parameter
J0 = 72.4 meV and �E = 81.4 meV/(Mn atom) indicate the
FM ground state. The local and total magnetic moments in this
case are equal to 3.46μB and 3.41μB, respectively.

Note that for Ge/MnS and Ge/MnI systems the FM and
DLM reference states yield very close values of the exchange
coupling constants.

Regarding mixed ML, MnS and MnI atoms have different
atomic environments, cease to be equivalent and, therefore,
have different values of atomic moments. Also the exchange
interactions within MnS and MnI sublattices are different. In
Fig. 3, we present the interaction parameters for the atoms
of both sublattices with all neighboring atoms. The points
common for both dependences correspond to the intersublat-
tice interactions whereas different points correspond to the
intrasublattice interactions.

The exchange coupling between the near neighbors is
strongly negative which indicates instability of the ferro-
magnetic state in this case [see Fig. 3(a)]. This conclusion
agrees with the total energy calculations, which show that
(i) the energy of the DLM state is lower than the energy
of the FM state and (ii) antiparallel alignment of the MnS

and MnI atomic moments (ferrimagnetic state) has 374 and
158 meV per MnS-MnI pair lower energy than the parallel
alignment (FM) and the DLM state, respectively. The exchange
parameters calculated for the ferrimagnetic configuration are
similar to those of the DLM state [except for the JS-S

02 value;
see Figs. 3(b) and 3(c)]. The exchange interaction between the
neighboring substitutional and interstitial Mn atoms, J S-I

01 , is
strongly negative, favoring the antiparallel alignment of the
corresponding magnetic moments. The exchange parameters
between the neighbors in the same sublattices, J S-S

02 and J I-I
02 ,

are also negative, indicating that the system exhibits magnetic
frustrations which can lead to more complex magnetic struc-
ture.

Figure 4 shows the calculated magnon spectra for MnS

and MnI MLs in the FM and DLM reference states and for
the ferrimagnetic MnIS ML. As expected, the FM and DLM
magnon spectra are almost identical for the MnS ML, as well
as for the MnI ML. The positive magnon frequencies point
clearly to a stable FM collinear magnetic structure. In the
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(a), Ge/MnI DMA (b), and Ge/MnIS DMA (c). The high-symmetry
points have the following coordinates: �̄, (0,0); M̄ , (π/aGe,π/aGe);
X̄, (π/aGe,0). The red solid lines are obtained with the exchange
parameters calculated for the FM reference state, and the black dashed
lines with the exchange parameters for the DLM reference state; the
blue dotted lines present the magnon spectra of the ferrimagnetic state
of mixed MnIS layer.

TABLE I. Critical temperatures TC (K) estimated for different
magnetic anisotropy energies � (meV) from DLM and FM reference
states.

� MnS ML MnI ML MnIS ML

DLM 0.5 208 178 280
1.0 220 204 290

FM 0.5 152 256 –
1.0 178 274 –

case of the ferrimagnetic MnIS ML, there is a small region
of long-wavelength magnons with slightly negative energy.
This shows that in the system there is a weak instability with
respect to formation of a noncollinear state. In this paper we
do not investigate this issue further. It is possible that taking
account of the magnetic anisotropy will stabilize the collinear
ferrimagnetic state.

The critical temperatures obtained by means of MC
simulations are summarized in Table I. It was found that
coupling between Mn MLs is too weak to create magnetic
interlayer ordering at temperatures significantly larger than
zero kelvin. Therefore, the presented critical temperatures
refer to the ordering within the Mn ML in the DMA. The
values of the Curie temperature are rather high which is a
consequence of the strong exchange interactions in the system.
This shows the potential of digital doping for the fabrication of
DMSs with high magnetic transition temperature. As expected,
the influence of the parameter of magnetic anisotropy, �, is
relatively weak. Also the selection of the reference state in
the calculation of the exchange parameters in the cases of the
ferromagnetic MnS and MnI layers does not change the results
qualitatively. From Table I it can be seen that an increase of �

by a factor of 2 enlarges TC by not more than 17%.

IV. SUMMARY

The magnetic ordering within Mn MLs of Ge/Mn was
investigated within the density functional theory and Monte
Carlo techniques. Using this approach, robust FM order
was revealed for Ge/MnS and Ge/MnI DMAs. In the case
of Ge/MnIS, ferromagnetism is energetically not favorable,
mainly because of the large negative exchange interactions be-
tween nearest neighbors of MnS and MnI atoms. In Ge/MnIS,
the Mn impurities occupy inequivalent crystallographic sites
and feature different values of magnetic moments. We predict a
complex ferrimagnetic ground-state spin configuration in this
system.
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