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ABSTRACT: The many-body Berry phase formula for macroscopic polarization is
approximated by a sum of natural orbital geometric phases with fractional occupation
numbers accounting for the dominant correlation effects. This formula accurately
reproduces the exact polarization in the Rice−Mele−Hubbard model across the band
insulator−Mott insulator transition. A similar formula based on a reduced Berry
curvature accurately predicts the interaction-induced quenching of Thouless
topological charge pumping.

Macroscopic polarization is a fundamental property of
dielectric materials from which permittivity and piezo-

electric tensors and several other physical variables can be
derived. A solid can polarize spontaneously, as occurs in
ferroelectrics, or in response to an applied electric field, strain,
and other external perturbation.1 Ferroelectric perovskite
oxides are an interesting class of materials for photovoltaic
applications because their electric polarization promotes
charge separation.2 Ferroelectric domains are thought to
contribute to the high performance of hybrid perovskite solar
cells,3,4 and light-enhanced piezoelectricity has been observed
in lead halide perovskites.5

A satisfactory theory of bulk macroscopic polarization was
formulated only relatively recently6−9 after the realization that
a change in polarization, which is what is usually measured in
experiment, can be related to the net adiabatic charge
transport;6 see ref 10 for a lucid account. King-Smith and
Vanderbilt derived the following formula for the change
induced by adiabatically varying an arbitrary Hamiltonian
parameter λ8
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where unk is the periodic part of the Bloch state ϕnk. The k
integral is over the Brillouin zone, and the sum is over
occupied bands. The integrand contains a mixed (k, λ) Berry
curvature Bkλ = 2 Im∑n⟨∇kunk|∂λunk⟩,

11 which also appears in
Thouless charge pumping.12

The change in polarization in the direction of a lattice vector
Rα can be expressed as a Berry phase,8 e.g.
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and the (k1, k2) integral is taken over

the parallelogram spanned by the reciprocal lattice vectors G1
and G2. The geometric phase of a Bloch state on a path
traversing the Brillouin zone was introduced by Zak and
related to Wyckoff positions.13,14

The King-Smith−Vanderbilt formula is exact for non-
interacting electrons and has given good results for ferro-
electric perovskites and other materials.15−21 However, if the
Bloch states are chosen to be the Kohn−Sham orbitals from a
density functional theory (DFT) calculation, as is usually done,
the formula is not guaranteed to yield the exact polarization
even if the exact exchange−correlation potential is used.22 The
King-Smith−Vanderbilt formula may give incorrect results in
strongly correlated materials, and if the single-particle orbitals
are chosen to be the Kohn−Sham orbitals, then it is ill-defined
for any insulator whose Kohn−Sham system is metallic.23 On
the other hand, if the Bloch states are obtained from an exact
calculation in current DFT,24 then an adaptation of the
arguments in ref 25 suggests that eq 1 might give the correct
ΔP.
Ortiz and Martin9 generalized the King-Smith−Vanderbilt

formula to correlated many-body systems using twisted
boundary conditions, a concept that has been used to analyze
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the insulating state of matter,26 the integer quantum Hall
effect,27−29 and topological charge pumping.12,30 For one-
dimensional systems, the Ortiz−Martin formula reads
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where N is the number of electrons in a supercell of length L.
The many-body state Φ0 = Φ0(x1, ..., xN) is the ground state of
the “twisted” Hamiltonian
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where V̂ext(λ) includes the electron−ion interaction and any
other external potentials and the parameter k generates an
effective magnetic flux that takes on the role of the twisted
boundary conditions. The twisted boundary conditions on the
ground state of the original Hamiltonian Ĥ′ are Φ0′(x1, ..., xi +
L, ..., xN) = eikLΦ0′(x1, ..., xi, ..., xN) for all i. The ground state of
the twisted Hamiltonian Ĥ = Û†Ĥ′Û with Û = eik(x̂1 + x̂2 + ··· + x̂N)

is related to the original ground state by |Φ0⟩ = Û | Φ0′⟩.
The main result that we report here is a geometric phase

formula for the macroscopic polarization that maintains the
simplicity and utility of the King-Smith−Vanderbilt formula
while capturing the most important correlations in the Ortiz−
Martin result. The reduced formula is
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where vnk(r) = f u re ( )n nk k
i nkζ is the periodic part of the natural

Bloch state ψnk(r) = eik·rvnk(r); vnk(r) is analogous to unk(r) in
eq 1. The natural Bloch orbitals ϕnk(r) = eik·runk(r) and
occupation numbers f nk are eigenfunctions and eigenvalues of
the one-body reduced density matrix (rdm) ρ1(rσ, r′σ′),31 and
ζnk is a crucial additional phase variable that determines the
gauge of ψnk(r). Given any gauge choice for the natural Bloch
orbitals ϕnk(r), the ground state ζnk can be determined from
the stationary conditions ∂E/∂ζnk = 0, where E = ⟨Φ′|Ĥ′|Φ′⟩
and |Φ′⟩ = exp[i∑nk ζnk fn̂k]|ΦAnsatz⟩. Here, fn̂k = bnk

† bnk is the
number operator for ϕnk(r) and
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is an Ansatz for the wave function as a superposition of Slater
determinants of natural Bloch orbitals. It follows from this
definition that if we make a gauge transformation ϕnk(r) →
eiθnkϕnk(r), the ζnk transform as ζnk → ζnk − θnk. Hence, the
phases of ψnk(r) and vnk(r) are invariant under such a
transformation, and any geometric or topological quantity
constructed from them, including ΔPred in eq 5, is gauge-
invariant (see later for further discussion).
Equation 5 expresses the change in polarization as a sum of

single-particle band contributions, like the King-Smith−
Vanderbilt formula, but uses natural orbitals instead of
Kohn−Sham orbitals. The natural orbitals are intrinsic
variables of the many-body wave function rather than
eigenstates of an effective mean-field Hamiltonian. Because
the natural Bloch state ψnk contains the factor f nk and 0 ≤ f nk ≤
1 as a result of quantum and thermal fluctuations, each valence
band contribution is diminished with respect to the non-
interacting case, and there are nonvanishing conduction band

contributions; here, “valence” denotes bands with occupation
numbers f nk > 1/2, and “conduction” denotes bands with
occupation numbers f nk < 1/2 (see later for a more precise
definition). Equation 5 rests on the assumption that the sum of
the natural orbital geometric phases is a good approximation to
the geometric phase of the full correlated many-body state.
Reasons for the accuracy of this approximation will be
discussed below after our numerical results are reported.
Polarization in the Rice−Mele−Hubbard Model. Resta and

Sorella32 applied the Ortiz−Martin formula to the Rice−
Mele−Hubbard model, also known as the ionic Hubbard
model,33,34 which is a model obtained by adding Hubbard
interactions to the Su−Schrieffer−Heeger35 or Rice−Mele36

models. It exhibits a quantum phase transition between band
insulating and Mott insulating phases at a critical value of the
Hubbard parameter Uc, with the many-body geometric phase
providing an order parameter for the transition.32 Subsequent
works have used geometric phases to further characterize
quantum phase transitions.37−41 Recently, higher-order cumu-
lants and the total distribution of the polarization have been
calculated for the noninteracting Rice−Mele model.42

The Hamiltonian of the Rice−Mele−Hubbard model can be
written as (see, e.g., ref 43)
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where τ̂
→
are the Pauli matrices in the (A, B) sublattice basis, τ̂±

= τ̂x ± iτ̂y, and t1,2 = t0 ∓ 2gξ , with g = 10 eV/a denoting the
electron−phonon coupling and ξ the displacement of B with
respect to A. As illustrated in Figure 1, there are two atoms in
the primitive cell; A represents a cation and B an anion. The
lattice constant is a.

Before testing eq 5, we calculate the exact ΔP using the
Ortiz−Martin formula. First, we choose a supercell of length L
= Ma, M ∈ , and define the lattice analogue of the twisted
Hamiltonian in eq 4 by making the replacement
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in eq 7. Second, we calculate the ground state |Φ0(α, M)⟩ for
twist angles α ∈ [0, 2π] using the Lanczos algorithm. Third,
we evaluate the geometric phase
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One can use the discretized Berry phase formula with the
boundary condition |Φ0(2π, M)⟩ = e−i2π(x̂1+...+x̂N) /L|Φ0(0, M)⟩.

Figure 1. Schematic of the Rice−Mele−Hubbard model with one
cation (blue) and one anion (red) in the primitive cell.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.8b03028
J. Phys. Chem. Lett. 2018, 9, 7045−7051

7046

http://dx.doi.org/10.1021/acs.jpclett.8b03028


Finally, we calculate ΔP(M) = −(e/2π)[γ(ξ2, M) − γ(ξ1, M)]
for an adiabatic variation from ξ1 to ξ2 for a series of M values
and extrapolate to the thermodynamic limit to obtain ΔP =
limM→∞ΔP(M). The many-body geometric phase also gives
the polarization P = −(e/2π)γ, which is, however, only defined
modulo e because γ is only defined up to a multiple of 2π.
Given any method for obtaining the natural Bloch states ψnk,

eq 5 allows one to circumvent the computationally intensive
calculation of the many-body wave function. Because such a
method is not yet available, we will use the following procedure
to reconstruct ψnk from the information contained in |Φ0(α,
M)⟩. From the numerically exact ground state |Φ0(α, M)⟩ of a
supercell of length L = Ma, obtained as described above, we
calculate the natural orbitals ϕn(α, M), occupation numbers
f n(α, M), and phases ζn(α, M) as functions of α = [0, 2π]. If
the primitive cell has z orbitals, there will be zM natural
orbitals in the supercell (the Rice−Mele−Hubbard has two
spin-degenerate bands; therefore, z = 4). Reexpressing the α-
dependent {ϕn, f n, ζn} as functions of the supercell
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orbitals ϕnk(M) = ϕn(kL + π, M) and natural occupation
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unfolding procedure. Finally, we define the M-dependent
reduced polarization
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which converges to eq 5 in the thermodynamic limit, i.e., ΔPred
= limM→∞ΔPred(M). The sum runs over the z natural
occupation number bands in the normal Brillouin zone.
Defining the natural orbital geometric phases
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it is seen that eq 9 depends on the sum ∑n γn, which we shall
refer to as the (one-body) reduced geometric phase γred
because it approximates the many-body geometric phase in
eq 8 with the variables from reduced density matrices.
Because the one-body part of the Hamiltonian, Ĥ0, has

translational symmetry, i.e., [Ĥ0, T̂a] = 0, where T̂a in eq 9 is
the displacement operator, its eigenstates are readily obtained
by diagonalizing the k-space Hamiltonian
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where h0⃗(kσ) = {−t1 − t2 cos k, −t2 sin k, Δ}. Here, the plane
waves |kσ⟩ = ce 0

M l
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† are defined for periodic

boundary conditions and k = 2πm/M; m = 0, 1, ..., M − 1.
The eigenfunctions of Ĥ0(k) define the periodic parts |unk⟩ of
the Bloch states |χnkσ⟩ = | unk⟩|kσ⟩.
When the artificial gauge potential implied by α is turned on,

the states maintain their Bloch form, but the allowed values of
k shift to k = (2πm + α)/M. Hubbard interactions do not break
overall translational symmetry; therefore, the many-body

eigenstates can be labeled by the total quasimomentum K.
Because the Hamiltonian commutes with Ŝ2 and Ŝz, we also
have the quantum numbers S and Sz. For example, only
configurations whose occupied Bloch states {|χnikiσi⟩} satisfy
∑i=1

N ki = K and ∑i=1
N σi/2 = Sz contribute to the many-body

eigenstate.
The results presented below were obtained for the Rice−

Mele−Hubbard model with N = 6 and M = 3 (L = 3a),
corresponding to six electrons in six sites. The ground state is a
spin singlet with quantum numbers K = 0, S = 0, and Sz = 0.
The dimension of the Sz = 0 Hilbert space is 400, which
reduces to 136 with K = 0. The SNEG package was used to set
up the Hamiltonian.44

After calculating the ground state |Φ0⟩, the natural Bloch
orbitals and occupation numbers were readily obtained by
diagonalizing the one-body rdm

k c c( )aa a k ak0 0ρ σ = ⟨Φ | ̂ ̂ |Φ ⟩σ σ′ ′
†

(12)

where câkσ
† is the creation operator for the sublattice Bloch state

χakσ = | a⟩|kσ⟩, where a = A, B. Because the one-body rdm
commutes with T̂a in eq 9 and Ŝz, it is diagonal in k and σ.
Figure 2 shows the occupation number band structure. The

three largest spin-independent occupation numbers f1, f 2, and

f 3 are plotted as functions of α; f n ≡ f nσ. There are additionally
three small occupation numbers, f4, f5, and f6 that, however, are
not independent variables due to the conditions f1 + f6 = 1, f 2 +
f5 = 1, and f 3 + f4 = 1 (see the Supporting Information).
Because the occupation numbers tend to cluster near 0 and 1,
there are inevitably frequent crossings as α is varied. To
identify the individual bands as smooth functions of α, we used
a maximum overlap criterion referring to the natural Bloch
orbitals at adjacent α points.
The occupation numbers f1, f 2, and f 3 are branches of a

single multivalued function. The f n can be matched smoothly
to one another at the boundaries of the α domain [0, 2π], e.g.,
f1(2π) = f 3(0), f 3(2π) = f 2(0), and f 2(2π) = f1(0). By
extending the domain to [0, 6π], the occupation numbers f1, f 2,
and f 3 can be “unfolded” to form a single strongly occupied
valence band f(α) in the normal Brillouin zone, as shown in
Figure 3. Similarly, f4, f5, and f6 form a single weakly occupied
conduction band. New definitions need to be introduced for
the terms “valence band” and “conduction band” because
natural Bloch orbitals do not have definite energy eigenvalues.
In the N-electron case, let f nk(U) and ϕnk(U) be the
occupation number bands and natural Bloch orbitals as
functions of the interaction strength U. If we turn U down
close to zero, we will have N nearly fully occupied bands

Figure 2. Three largest occupation numbers f nσ for hopping t0 = 3.5
eV, sublattice displacement ξ = 0.0140a, staggered potential Δ = 2.0
eV, and Hubbard interaction U = 0.8t0.
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[f nk(0
+) ≈ 1] and generally an infinite number of very weakly

occupied bands [f nk(0
+) ≈ 0]. As we turn U back up, the N

nearly fully occupied f nk(U) will evolve smoothly into N
occupation number bands that tend to have f U( )nk

1
2

> ; we

refer to these strongly occupied bands as “valence” bands. At
the same time, some of the f nk(U) that were essentially
unoccupied for very small U will acquire significant occupancy
but will still tend to have f U( )nk

1
2

< ; we refer to these weakly

occupied bands as “conduction” bands. These definitions will
need to be extended in the case of occupation number band
degeneracies.
In the sublattice basis, the natural Bloch orbitals are
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where l = 0, 1, 2 labels the cell within the supercell and
k k1 6 3

= = α , k k2 5
2
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2
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The natural Bloch orbitals match up smoothly at the
boundaries of the interval [0, 2π], in direct correspondence
with the occupation numbers. Unfolding the natural Bloch
orbitals defines the functions θ(α) and φ(α) shown in Figure
3.
The last quantities that we need are the ζn. These phases

could be determined from the variational principle, as
described earlier in the text, but because this is impractical
in problems with large Hilbert spaces, we propose the
following alternative route to calculate them. First, calculate
the set of two-body rdm elements ρijkl

ρστυ= ⟨Φ0|b̂lυ
† b̂kτ

† b̂iρb̂jσ|Φ0⟩,
where b̂jσ

† is the creation operator for natural Bloch orbital ϕjσ.
Then, we use the Moore−Penrose pseudoinverse45 to solve the
overdetermined equations ζiρ + ζjσ − ζkτ − ζlυ = Arg ρijkl

ρστυ. It is
clear from this definition that the ζjσ obey the gauge
transformation rule ζjσ → ζjσ − θjσ when the phase of a
natural Bloch orbital is changed according to ϕjσ → eiθjσϕjσ.

Thus, the natural Bloch state f ej j j
i jψ ϕ=σ σ
ζ

σ
σ is gauge-

invariant.
For M = 3, a simplification is possible because in this case

the only nonzero elements of the type ρiijj
↑↓↑↓ are ρ1166

↑↓↑↓, ρ2255
↑↓↑↓,

and ρ3344
↑↓↑↓ and their Hermitian conjugates. These elements are

sufficient to determine ζ1 − ζ6, ζ2 − ζ5, and ζ3 − ζ4. Due to
particle−hole symmetry (Supporting Information section S3),
the reduced geometric phase γred only depends on these
combinations of ζn variables. The unfolded ζ(α) is shown in
Figure 3.
The coefficients of the many-body wave function in a fixed

natural Bloch orbital basis also connect up as functions of α,
and ζn control relative phases between the configurations.
Changing the ζn changes the n-body correlation functions, e.g.,
the probability of double occupancy Da = ⟨Φ0|n̂a↑n̂a↓|Φ0⟩ on
sublattice a = A, B and, therefore affects the energy.46

In terms of the unfolded functions f(k), θ(k), φ(k), and ζ(k)
with k

L
= α π− , the periodic part |vnk⟩ of the natural Bloch state

|ψnk⟩ = |vnk⟩|kσ⟩ can be parametrized as
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for the valence and conduction bands, respectively. Here rB =
a/2 is the coordinate of the ion at site B (rA ≡ 0).
We now have the ingredients needed to calculate ΔPred in eq

9. As all of the information is contained in the geometric
phases, we shall simply compare the reduced geometric phase
γred with the exact geometric phase γ. In the noninteracting
case, the valence band Wannier function center ⟨r⟩̂ is related to
γ/2 by ⟨r⟩̂/a = (γ/2)/(2π); the factor of 1/2 accounts for spin
degeneracy. Figure 4 shows γ/2 and γred/2 as functions of U for

several values of the sublattice displacement ξ. For ξ = 5 ×
10−6a, corresponding to an almost centrosymmetric lattice,
there is an almost discontinuous jump of π in γ as U passes
through Uc.

32 This implies a sudden change of e/2 in the
polarization at the band insulator−Mott insulator transition.
The reduced geometric phase is an accurate approximation to
the exact geometric phase, with a maximum error of ≲1%,
throughout the range of parameters in Figure 4. The
calculations were performed with between 64 and 96 α points.
The data points for ξ = 5 × 10−6a were obtained for |vnk⟩
without the f en

i nζ factors.

Figure 3. Unfolded natural orbital variables f, θ, φ, and ζ in the
normal Brillouin zone for the same parameters as those in Figure 2.

Figure 4. Exact (lines) and reduced (points) geometric phases for
sublattice displacement ξ = (5.00 × 10−6, 0.0035, 0.0140, 0.0245,
0.0350, 0.0500)a [dark to light]. Dashed lines show π and 3π/2.
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The accuracy of eq 5 is partially a consequence of pure-state
N-representability constraints,47−49 which are nontrivial (in)-
equalities that the occupation numbers must satisfy in order to
be consistent with an N-electron pure state. In some two- and
three-electron systems, the exact saturation of these constraints
is known to make the many-body geometric phase reduce
exactly to the sum of natural orbital geometric phases. This
occurs in the two-site Hubbard model46 and three-site
Hubbard ring50 as a consequence of the Löwdin−Shull51 and
Borland−Dennis conditions.52 To our knowledge, the N-
representability constraints are not yet known for the case of
interest here, i.e., N = 6 and Hilbert space dimension d = 12,
although a general algorithm for determining them has been
introduced.48,49 If the inequality constraints are found to be
nearly saturated, i.e., if the occupation numbers are
quasipinned,53−55 it would suggest that the reduced geometric
phase deviates from the full geometric phase by a
correspondingly small quantity that vanishes as the occupation
numbers approach the relevant boundary of their allowed
region. Natural orbital geometric phases are themselves bona
fide geometric phases that are equally valid for pure and mixed
states56 and hence also apply to systems at finite temperature.
Thouless Charge Pumping. A special case of eq 5 occurs when

the adiabatic perturbation parametrized by λ is cyclic. In this
case, the pumped charge

Q
e

k B
2

d d
a

a

k
0

1

/

/
∫ ∫π

λ=
π

π

λ
− (15)

is a topological invariant.12,30 We have calculated Q for the
cyclic driving protocol t1 = t0 + (t0/8) cos(2πλ), t2 = t0 − (t0/
8) cos(2πλ), and Δ = (t0/8) sin(2πλ), which pumps charge to
the right.57 A transition from Q = 2 to 0 occurs at U* = 0.630
± 0.001t0. An approximate calculation using the reduced Berry
curvature

B v v2 Imk
n

nk k nkred,
1

∑= ⟨∂ |∂ ⟩λ λ
=

∞

(16)

in place of Bλk in eq 15 gives an identical transition point U* =
0.630 ± 0.001t0. In the case of nonadiabatic driving, the
pumped charge is no longer quantized, but there is a geometric
contribution that can be approximated via the natural orbital
geometric phases.50

Natural Wannier Functions. The natural Bloch states |ψnk⟩
can be used to define natural Wannier functions

w
kd

(2 )
en nR

k R
kBZ

3

3
i∫

π
ψ| ⟩ = | ⟩− ·

(17)

Unlike conventional Wannier functions,58,59 the |wnR⟩ are
unique (up to trivial relabelings, e.g., due to a shift of origin);
the uniqueness of these Wannier functions is a consequence of
the gauge-fixing condition for the natural Bloch states |ψnkσ⟩;
correlations provide a “background” that fixes all ζnk up to a
gauge transformation of the form ζnk → ζnk + k · Rn, where Rn
is a lattice vector. The Wannier function centers ⟨wn0|r|wn0⟩
correctly give the contribution of each band to the reduced
polarization in eq 9, similar to corresponding decompositions
for noninteracting electrons.18,60 Because ⟨wn′R′|wnR⟩ =
∫ d3k exp[−ik(R − R′)]f nkδnn′/(2π)3, the |wnR⟩ are not
orthonormal and their overlap depends on f nk. More details
and examples are available in the Supporting Information.
A different type of natural Wannier function was previously

defined61 in terms of the natural Bloch orbitals |ϕnkσ⟩ without

the ( f nk, ζnk) information contained in |ψnk⟩. Like conventional
Wannier functions, the resulting Wannier functions are not
unique because making a k-dependent gauge transformation to
|ϕnkσ⟩ changes the width and shape of the Wannier functions.
We have found that the reduced information in the natural

Bloch states |ψnk⟩ contains the most important correlation
effects on the macroscopic polarization. The reduced Berry
curvature Bred,μv and Berry connection Ared,μ as well as the
symmetry properties of the |ψnk⟩ states, e.g., under time-
reversal and inversion, are promising quantities for practical
calculation of topological invariants in the presence of
interactions and thermal fluctuations, e.g., in quantum Hall
systems,28,62−64 and topological insulators.65−69 Our results
suggest that replacing the Berry curvature of the full wave
function by the reduced Berry curvature will give an accurate
approximation to topological invariants. The fact that the |ψnk⟩
are built from single-particle orbitals suggests they can be
efficiently calculated by ab initio-based methods. This points to
the possibility of using the |ψnk⟩ states in realistic calculations
of topological Mott insulators and other strongly correlated
materials for which DFT runs into difficulty.
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