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Simple model for laser-induced electron dynamics
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As a first step to address the recently observed ultrafast dynamics in ferromagnetic metals we analyze a
simple model employing two- and three-level systems. We calculate the electron dynamics of the systems for
a variety of laser-pulse durations and intensities. The model is sufficiently flexible to handle the laser manipu-
lation of population and phase dynamics on femtosecond time scales. For the three-level system, it allows us
to describe the phase control of the different optical excitation paths.
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I. INTRODUCTION

The development of ultrashort~femtosecond! laser pulses
has given the experimentalists the opportunity to measure
dynamic behavior of quantum systems with very high tim
resolution. While laser manipulation is already well und
stood in atomic and molecular systems, device applicati
demand for an implementation of these mechanisms i
solid-state environment. Thus, the investigation of elect
and spin dynamics in the bulk, surfaces, and nanostruct
of nonmagnetic as well as magnetic metals and semicon
tors has recently started to attract considerable interest.
ready in 1987, the transient reflection measurements
Schoenleinet al.1 showed that a nonequilibrium electron di
tribution in Au could be obtained within less than 1 ps, a
that this distribution relaxed by thermalization to the latti
within 2–3 ps.

Later, the photoemission measurements by Fannet al.2

demonstrated that there is a finite relaxation time of the e
trons from their nascent to the Fermi-Dirac distribution. S
et al.3 were able to fit their transient reflectivity measur
ments with a thermalization time for the electron gas of
order of 500 fs.

Time-resolved two-photon photoemission investigatio
on Cu~111! surfaces using 60-fs laser pulses, performed
Hertel et al.4 showed that the time it takes the electron d
tribution to reach the maximum energy absorption, co
monly identified with the thermalization of the electron su
system, ranges from less than 10 fs to about 300
depending on the photon energy. A dephasing time
'20 fs was measured one year later by Ogawaet al.5 Also
the lifetime of image states on Cu~100! surfaces has bee
investigated by two-photon photoemission. Values rang
from 40 fs to 300 fs depending on the distance of these st
from the surface have been reported.6 Time-resolved two-
photon photoemission also revealed a lifetime of the o
cally excited states in Pt3

2 of less than 70 fs.7

The same ultrafast dynamics of the nascent electron
tribution has been observed in semiconductors. Depha
times of the order of 20 fs have been observed for oxi
covered GaAs~100! surfaces8 and less than 100 fs for Si,9,10

while the carrier relaxation times were measured, rang
from 20 fs to more than 400 fs for GaAs11 and from 200 fs
up to 1200 fs for Si.9,12 Likewise, measurements of th
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surface-plasmon resonance~in the frequency domain!13 as
well as time-resolved pump-probe experiments14 on metal
nanoparticles embedded in a glass matrix showed relaxa
times ranging from several femtoseconds up to a few pi
seconds. Direct femtosecond-time-resolved measuremen
the plasmon decay time with values of 2–9 fs in metal na
particle gratings were recently performed by Lampre
et al.15 on gold nanoparticle arrays produced by electro
beam lithography.

Recent pump-probe experiments have shown fast dem
netization processes occurring on the femtosecond t
scale.16–20 This ultrafast dynamics, much faster than t
usual spin-lattice relaxation that is of the order of nanos
onds, is of quantum-mechanical nature and their theoret
investigation demands the solution of the time-depend
Schrödinger equation. Such a calculation has already b
performed for Ni, showing that charge and spin dynam
occur within the first 20 fs.21

These interesting phenomena have opened up new line
research. One of them is the possiblity to control the qu
tum state of a system. This could trigger a new technolog
development in quantum computing as well as in opti
recording. In order to achieve these technological appli
tions it is necessary to control the dynamics of the electro
system so that one can change its state back and forth.

This kind of processes is nowadays the target of ma
research groups, and many interesting results have alre
been obtained, showing the importance of the relative pha
of the quantum system, the pulse shape, and the time d
betwen pulses.22–27

To explore the possibility of coherent control by ultrasho
laser pulses within a simple model, well known in molecu
physics but prototypic for surfaces and gap states in sol
we start with the electron dynamics of two-level and thre
level systems. The interaction of a system with a stro
rapidly varying electromagnetic pulse, during a very sh
time, requires a full nonadiabatic treatment of the proble
Only nondiagonal elements are considered in the interac
with the field, which is correct if the angular momentum
the electrons is a good quantum number. The dynam
Stark effect can be observed within these approximatio
The changes in the level energies, due to the change in
Coulomb interaction coming from the nonequilibrium ele
©2002 The American Physical Society14-1
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tron distribution are not included. Within this model, the c
herent dephasing due to the different time evolution of sta
with different energies is included. We do not include inc
herent dephasing~as a transversal decay time2T2) since it
corresponds to thermodynamical properties that go bey
the scope of our work.

We show that the optoelectronic switching process can
performed on the femtosecond time scale. We also add
the dependence of the system response to the variation
the laser-pulse parameters~i.e., frequency, amplitude, puls
duration, and shape!. We show the importance of the relativ
quantum phase of the electronic wave functions in obtain
a desired final state, which leads to the outline of a poss
quantum-optical recording device.

II. THEORY

The model Hamiltonian has the form

H~x,t !5H0~x!1V~x,t !, ~1!

whereH0 is the time-independent Hamiltonian of the ele
tronic system andV(x,t) is the interaction of the electroni
system with the electromagnetic field, for which we consid
only the electric dipolar term.

Since we are interested in the response of the system
the application of several laser pulses and, experiment
these pulses are not isolated but periodically repeated,
simulate the laser by a periodically applied pulse.

This periodicity allows us to use numerical methods s
cially designed for these cases. In order to study this kind
processes, it is necessary to solve the time-dependent S¨-
dinger equation

H~x,t !c~x,t !5 i\
]

]t
c~x,t !. ~2!

The quantum states evolve in time according to

c~ t !5U~ t,0!c~0!, ~3!

where U(t,0) is the time-evolution operator, obeying th
equation

d

dt
U~ t,0!52

i

\
H~ t !U~ t,0!. ~4!

The density operator of the system, which is initia
equal tor(0), evolves in time according to

r~ t !5U~ t,0!r~0!U†~ t,0!, ~5!

where U† denotes the adjoint ofU. The treatment of the
quantum evolution within the density-matrix formalism a
lows us to include the relaxation in simplified models, li
that of the relaxation-time approximation. This is not done
our case since we want to keep a full quantum-mechan
treatment of the electronic system.

To calculate this operator, we perform a direct tim
domain integration in one period as follows:28 we divide the
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modulation period intoN equally spaced segments, then t
propagatoruj of the j th time interval is calculated numeri-
cally by

uj5U@ j Dt,~ j 21!Dt#5expS 2
i

\E( j 21)Dt

j Dt

H~ t !dtD
1< j <N. ~6!

The accumulated propagatorsU j over j segments are cal
culated by the recursion

U j5U~ j Dt,0!5ujU j 21 , 1< j <N, ~7!

with the initial condition U051. For the time evolution
within the kth period, we have

U@~k21!T1~ j t ,0!#5U (k21)N1 j5~UN!k21U j . ~8!

Because of the time periodicity of the problem, we ha
alternatively used the Floquet-matrix method that is es
cially suited for periodic problems. We are interested in fa
ing simultaneously and on the same footing, different tim
scales, i.e., pulses whose main frequency and width are in
femtosecond range and a repetition period between them
the order of several nanoseconds. In such cases, many
monic frequencies are needed for a successful descriptio
the pulse, and the size of the Floquet matrix needed to
converged results makes this method very cumbersome
inefficient compared with what we get by using the dire
time-domain integration algorithm. We always found that t
direct time-domain integration of the Schro¨dinger equation is
more efficient even for unrealistic repetition times of the o
der of picoseconds.

III. TIME VERSUS FREQUENCY DOMAIN
CALCULATIONS

Before starting with the results of the interaction of a las
pulse with a quantum system, let us compare the comp
tional efficencies of the frequency domain and direct tim
domain integration. This analysis is based on that of Ref.
We also make the assumption that the number of floa
point operations~flops! determines the computational time

Diagonalization of a generalN3N matrix approximately
involves 3N3 flops, while calculating the product of two ma
trices of the same dimension requires 2N3 operations. Evalu-
ation of transcendental functions is empirically found to
quire about 10 flops.

For the Floquet-matrix algorithm, one must truncate t
Floquet matrix. That is made, as usual, in two ways;
taking a finite number of basis functionsf j for the unper-
turbed HamiltonianH0 as well as by limiting the number o
harmonics in the Fourier expansion of the time dependen
If N is the number of basis functions andm the number of
terms for the Fourier expansion, then, usually the size of
matrix taken isnmN where n is a small integer~value
around 5!. The number of flops required to diagonalize t
Floquet matrix is then approximately
4-2
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SIMPLE MODEL FOR LASER-INDUCED ELECTRON DYNAMICS PHYSICAL REVIEW B65 195114
NFloquet'3n3m3N 3. ~9!

For the integration in the time domain~td! one must di-
agonalize the Hamiltonian, the size of which isN, for each
time interval~that means 3N 3 flops per interval! , and also
the evaluation of a transcendental function for each eig
value of the Hamiltonian@to solve Eq.~6! adding another
10N flops per interval#. Each time step also includes at lea
five matrix multiplications, two for taking the time-evolutio
operator in one time interval to the original basis, one
generate the accumulated propagator and two more to ev
ate the time-dependent density matrix,~that adds anothe
10N 3). If we takenT as the number of time intervals ove
one period, the number of flops required is then appro
mately

Ntd'nT3N 31nT10N 31nPnT2N 35~1312nP!nTN 3.
~10!

The first term in the upper right part represents the numbe
flops needed for diagonalization, the second is the numbe
flops needed for matrix multiplications for the first perio
and the third is the number of flops needed for the calcu
tion of the time evolution during anothernP periods. Since
once the time evolution is known in the first period, its c
culation for the next ones requires only one matrix multip
cation per time interval. We have not included terms linea
N since they will be less important as the number of sta
taken into account grow.

To obtain the same precision, the number of time interv
in the time-domain integration and the cutoff in the Four
expansion in Floquet algorithm should be proportional.nT
'2m is usually a good selection. Taking this into accou
the relation between the different methods is

NFloquet

Ntd
5

3n3nT
2

2~1312nP!
. ~11!

For example, we want to calculate the time evolution
the system for a pulse of 20 fs full width at half maximu
~FWHM! with a main frequency corresponding to 1 eV. T
corresponding frequency for 1 eV isv'1.53103 THz,
which corresponds to an oscillation period of around 4
Then, a time interval of 0.1 fs should give a good numeri
precision. If the time between pulses is of the order of 1
which is already unrealistic when taking into acount th
experimentally the time beteween two pulses is of the or
of several nanoseconds, the number of time steps isnT
5104. Taking as an example,n55 and a calculation of ten
periods (nP510), the resulting coefficent is around 53108,
which means that the Floquet-matrix method is eight ord
of magnitude moreexpensive. Because with the values ofnP

and n selected, the quotient is approximatelly 5.7nT
2 , there

are no values ofnT for which the Floquet-matrix method
should be more efficient.

This means that, unless the time-dependent perturba
can be expanded in only a few Fourier coefficients, the us
the Floquet-matrix method is not recommendable and i
not useful in any case for our interest.
19511
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IV. RESULTS

We start our investigations of the electron dynamics w
the simplest nontrivial case of a quantum system, a two-le
atom excited by a laser pulse that connects both levels
shown in Fig. 1. The energy differenceDE10 between the
levels u1& and u0& is 1 eV. We revisit these results, alread
known from optics, for two different pulse shapes, Gauss
shaped @ I (t)}exp(2t2/s2)# and sech2 shaped @ I (t)
}sech2(t/s)#, as shown in Fig. 2. We can then analyze t
influence of the pulse shape on the behavior of the syst
At this point it is important to mention the work of Mukame
and Jortner29 explaining the experimental results of William
et al.30 There they show that in resonance, the decay of
electronic state depends only on the lifetime of the exci
states, which in our case is infinite. However, out of res
nance, the decay time of the laser pulse is dominating, wh
we have also observed. The zero occupation after the pu
when it is out of resonance, is due to the decay of the oc
pation as the pulse is turned off.

The dependence of the occupation of the excited stateu1&
as a function of the main frequency of the pulse is shown
Fig. 3 for an arbitrary maximum amplitude and width, b
the same for both pulse shapes. It can be observed tha
occupation of the excited state reaches a maximum when
main frequency of the pulse is in resonance with the ene
differenceDE10 between the two states irrespective of t
pulse shape. The latter one just affects the pulse duratio
which a complete transition to the excited state occurs
Fig. 3 the width of the pulses is such that only th
sec2-shaped one gives a complete transition. Once this

FIG. 1. Two-level scheme.

FIG. 2. Real part~solid line! and intensity~dashed line! of the
electric field as a function of time for a~a! Gaussian and~b!
sech2-shaped laser pulse.
4-3
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R. GÓMEZ-ABAL AND W. HÜ BNER PHYSICAL REVIEW B65 195114
quency is tuned, we are in a position to analyze the dep
dence on other parameters, such as the pulse width or in
sity.

Figure 4 shows the dependence of the occupation of
excited state~shading! on both the electric-field amplitude (y
axis!31 and the pulse duration, measured by its tempo
FWHM (x axis!, for a main frequency resonant with th
level splitting and a sech2-shaped pulse. Alternate zones
high ~black! and low ~white! occupation for both constan
upW •EW u or constant FWHM can be observed. The dashed c
tour lines in Fig. 4 correspond to a constant value of
product of pulse duration and electric-field amplitude. It
clear that this product is the quantity that must be tuned
obtain the complete transition to the excited state, and no
total energy of the pulse, which is proportional to the fie
intensity that is the square of the field amplitude. Shor
pulses dump less energy to the sample and nevertheless
the same result.

Figure 5 shows a horizontal cut of Fig. 4 at~a! upW •EW u
50.05 eV and~b! upW •EW u50.1 eV~marked by the arrows on
both sides of the graph in Fig. 4! and also for the Gaussia
pulses. The oscillatory behavior is clearly visible, and

FIG. 3. Occupation of the excited state (u1&) as a function of the
main frequency of the pulse.

FIG. 4. Occupation of the excited state~shading! on both the
electric-field amplitude (y axis! and the pulse duration (x axis!, for
a main frequency resonant with the level splitting and

sech2-shaped pulse. The dashed lines correspond to FWHM•uEW u
5 const~FWHM means temporal full width at half maximum!.
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only difference between the different pulse shapes is the
ferent frequency of this oscillation. This behavior is relat
to the occurrence of Rabi oscillations during the pulse. T
frequency difference factor of 2 between~a! and~b! is due to
doubling of the maximum electric-field amplitude. Th
slightly different frequency obtained as a function of t
pulse width for different pulse shapes is due to the fact t
for the same peak fluence, which in the cases shown co
sponds approximately to~a! 6.531011(W/m2) and ~b! 2.6
31012(W/m2), respectively, the total energy density is d
ferent for the sec2-shaped and the Gaussian pulse. For
same FWHM, the sech2-shaped pulse energy transfer is a
proximately 1.07 times the one for the Gaussian pulse.

Figure 6~a! shows the time evolution of the level occup
tion for a Gaussian pulse, when the conditions for a comp
transition are fullfilled, that is, the duration of the pulse, f
fixed pulse shape and amplitude, is properly tuned. The c
shown in Figs. 6~b! and 6~c! correspond to widths of the

FIG. 5. Occupation of the excited state as a function of the pu

width for ~a! upW •EW u50.05 eV and~b! upW •EW u50.1 eV.

FIG. 6. Time evolution of the occupation for a two-level syste
excited by a Gaussian pulse.~a! Total transition,~b! underexcita-
tion, ~c! overexcitation, and~d! several pulses tuned to total trans
tion.
4-4
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SIMPLE MODEL FOR LASER-INDUCED ELECTRON DYNAMICS PHYSICAL REVIEW B65 195114
pulses being too short or too long, respectively. In the fi
case, the excitation is turned off before the system reach
transition probability equal to one, while in the second,
pulse is still on when the complete transition is obtained t
generating stimulated emission that begins to take the sys
again to its ground state.

As can be seen in Fig. 6~d! the successive application o
pulses makes the system go from the ground state to
excited state and back, so that in this system it is ea
possible to control the state of the system and make it w
as a read/write unit. The absence of damping in the Ham
tonian, makes it stay at the excited state forever. In the
ure, the time delay between pulses is 0.7 ps, and the s
result is obtained for longer or shorter~as far as the pulses d
not overlap! time delays. The figures show that the dynam
occurs only during the application of the pulse. Nothing ha
pens afterwards, due to the absense of damping in our mo
The maintainance of the total occupation serves as a tes
the precision of our calculation. No qualitative difference c
be observed for sech2-shaped pulses.

Next we turn our attention to the three-level system
shown in Fig. 7. In this case we have a new free parame
the energy position of the third level, which we keep fixed
zero energy. We analyze the particular case in which
ground state is doubly degenerate, as shown in Fig. 7. A
the two-level system,DE1051 eV. We start with the elec
tron in one of these two states. After the application of
pulse, we obtain a total transition from one to the oth
ground state. As can be seen in Fig. 8~a!, the laser pulse
stimulates the transition from the occupied state to the
cited one, and as soon as this state begins to get popul
the laser also induces the transition from this state to
other groundstate.

The question posed by this result is: Why does it exc
sively go to the unoccupied state, and not to both the gro
states with equal probability? To understand this effect,
take a snapshot at the moment when both ground states
the same occupation~0.25! and the excited state 0.5. Fro
this point of view, both ground states are symmetric, so
electron could, in principle, decay to any of them. The on
difference between them is their relative phases.

If, at this point, we exchange the phase of the two grou
states, as shown in Fig. 8~b!, the system goes back to th
original state, and, if we force both phases to be equal@Fig.
8~c!# then the states cannot be distinguished and the elec
has the same probability of going to any of them. The
important results show that the path followed by the tran
tion is determined by the relative phase of the wave fu
tions. Moreover, the transition shown in Fig. 8~a! is the only

FIG. 7. Three-level scheme.
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one obtained, unless we change the phases ‘‘by hand.’’
existence of two ground states should only be possible
these two states have different symmetry properties.
ability to measure this property if, for example, the two le
els had different spins, could make this system an ideal
for magneto-optical storage. Since in both states the sys
is in its ground state, it should stay there for very long tim
if, for example, the transition between the two ground sta
takes place only through tunneling. Also, after writing, the
is no energy stored in the system, all the energy absor
when going from one ground state to the excited state
completely reemitted when decaying to the other grou
state. And, as can be seen in Fig. 8~d!, the application of a
second pulse takes the system back to its original gro
state.

V. CONCLUSIONS

We have shown that the dynamics of electrons interac
with an electromagnetic field can be successfully addres
and also confirmed that this may happen within femtos
onds. We have also shown that the Floquet-matrix metho
quite inefficient to treat this kind of problem compared to t
direct time integration we use.

The control of the transitions in the two-level system fro
one state to another and back can be obtained. To obta
complete transition, it is necessary to tune the duration of
laser pulse, as well as its frequency and amplitude. Differ
pulse shapes give qualitatively the same behavior.

We also want to point out the importance of the relati
phase in the quantum state, which can define the path
transitions in the population dynamics of many-level sy
tems. In three-level systems, the additional degree of fr
dom is important for a solid-state implementation of fa
optical switching. This task, as well as other interesting
herent phenomena in solids will be addressed in a forthc
ing publication.

FIG. 8. Time evolution of the occupation of the three-level sy
tem and its dependence on the relative phase of the wave funct
4-5
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