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Abstract. The calculation of the ground-state and excited-state properties of ma-
terials is one of the main goals of condensed matter physics. While the most suc-
cessful first-principles method, the density-functional theory (DFT), provides, in
principle, the exact ground-state properties, the many-body method is the most
suitable approach for studying excited-state properties of extended systems. Here
we discuss general aspects of the Green’s function and different approximations for
the self-energy to solve the Dyson equation. Further we present some tools for solv-
ing the Dyson equation with several approximations for the self-energy: a highly
precise combined basis method providing the band structure in the Kohn-Sham
approximation, and some implementations for the random-phase approximation.

3.1 The Green’s Function and the Many-Body Method

3.1.1 General Considerations

The Green’s function is a powerful tool for studying ground state and excited
state properties of condensed matter. The basic idea of the Green’s function
has its origin in the theory of differential equations. The solution of any
inhomogeneous differential equation with a Hermitian differential operator
Ĥ, a complex parameter z, and a given source function u(r) of the form[

z − Ĥ(r)
]
ψ(r) = u(r) (3.1)

can be represented as an integral equation

ψ(r) = ϕ(r) +
∫

G(r, r′; z)u(r′)d3r′. (3.2)

Here the so-called Green’s function G(r, r′; z) is a coordinate representation
of the resolvent of the differential operator Ĥ, i.e. Ĝ = [z−Ĥ]−1, which obeys
the differential equation[

z − Ĥ(r)
]
G(r, r′; z) = δ(r − r′), (3.3)

and the function ϕ(r) is a general solution of the homogeneous equation as-
sociated with (3.1), i.e. for u(r) = 0. The integral equation (3.2) contains, in
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contrast to the differential equation (3.1), also information about the bound-
ary conditions, which are built into the function ϕ(r). This method is in
many cases very convenient and widely used in many-body physics. In this
review we shall consider the application of the Green’s function method in
condensed matter physics at zero temperature. The formalism can be gener-
alised to finite temperatures but this is beyond the scope of this papers and
can be found in standard textbooks [3.22,3.42,3.24]

The evolution of an N -body system is determined by the time-dependent
Schrödinger equation (atomic units are used throughout)

i
dΨ(t)
dt

= ĤΨ(t), (3.4)

where Ψ(t) ≡ Ψ(r1, r2, ..., rN ; t) is a wave function of the system and Ĥ is
the many-body Hamiltonian

Ĥ = Ĥ0 + V̂ , (3.5)

which includes the kinetic energy and the external potential

Ĥ0 = −
∑

i

∇2
i

2
+
∑

i

vext(ri), (3.6)

and the interactions between the particles

V̂ =
1
2

∑
i,j

1
|ri − rj |

. (3.7)

Knowing the wave function Ψ(t), the average value of any operator Â can be
obtained from the equation:

A(t) = 〈Ψ∗(t)ÂΨ(t)〉 . (3.8)

The many-body wave function can be expanded in a complete set of time-
independent either anti-symmetrized (for fermions) or symmetrized (for
bosons) products of single particle wave-functions: Φi1,...,in(r1, . . . , rN )

Ψ(r1, r2, ..rN ; t) =
∑

{i1,i2,...,iN}
C{i1,i2,...,iN}(t)Φi1,...,in(r1, . . . , rN ). (3.9)

These (anti-) symmetrized products of single-particle states φi(r) are given
by

Φi1,...,in
(r1, . . . , rN ) =

∑
P

(±1)PφP(i1)(r1)φP(i2)(r2)...φP(iN )(rN ) (3.10)

where P denotes all permutations of the indices i1, . . . , iN and (−1)P yields a
minus sign for odd permutations. In case of Fermions this anti-symmetrized
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product can conveniently be written as a determinant, the so-called Slater
determinant,

Φi1,...,in(r1, . . . , rN ) = |φi1(r1), φi2(r2), . . . φiN
(rN )|, (3.11)

which already fulfills Pauli’s exclusion principle. The basis set can be arbi-
trary, but in practice one uses functions which are adequate for the particlar
problem. For example, the plane wave basis is appropriate for the description
of a system with free or nearly free electrons. Systems with localised electrons
are usually better described by atomic-like functions. For systems with a large
number of particles solving equation (3.4) using the basis expansion (3.9) is
a quite formidable task.

To describe a many-body system one can use the so-called second quanti-
sation: instead of giving a complete wave function one specifies the numbers
of particles to be found in the one-particle states φ1(r), φ2(r), .., φN (r). As a
result the many-body wave function is defined by the expansion coefficients at
the occupation numbers and the Hamiltonian, as well as any other operator
can be expressed in terms of the so-called creation and annihilation opera-
tors ĉ+i and ĉi, obeying certain commutation or anticommutation relations
according to the statistical properties of the particles (fermions or bosons).
The creation operator ĉ+i increases the number of particles by one, while the
annihilation operators ĉi decreases the occupation number of a state by one.
Any observable can be represented as some combination of these operators.
For example, a one-particle operator Â can be expressed as

Â =
∑
i,k

Aik ĉ
+
i ĉk, (3.12)

where Aik are matrix elements of Â. Often it is convenient to use the field
operators 1

ψ̂+
σ (r) =

∑
i

φiσ(r)ĉ+iσ

ψ̂σ(r) =
∑

i

φiσ(r)ĉiσ , (3.13)

which can be interpreted as creation and annihilation operators of a particle
with spin σ at a given point r. In this representation a single particle operator
is given as

Â =
∑

σ

∫
d3rψ̂+

σ (r)Âψ̂σ(r), (3.14)

1 Here we have explicitly included the spin-indices. In the remainder of the pa-
per, we include the spin in the other quantum numbers, wherever not specified
explicitly
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where A is of the same form as the operator Â in first quantisation, but
without coordinates and momenta beeing operators.

Suppose we have a system with N particles in the ground state, which
is defined by the exact ground state wave function Ψ0. If at time t0 = 0
a particle with quantum number i is added into the system, the system
is described by c+i |Ψ0〉. The evolution of the system in time will now pro-
ceed according to e−iĤ(t−t0)c+i |Ψ0〉. The probability amplitude for finding
the added particle in the state j, is the scalar product of e−iĤ(t−t0)c+i |Ψ0〉
with the function c+j e

−iĤ(t−t0)|Ψ0〉, describing a particle in the state j, added
to the ground state at time t. The resulting probability amplitude is given
by 〈Ψ0|eiĤ(t−t0)cje

−iĤ(t−t0)c+i |Ψ0〉. Analogously, a particle removed from a
state can be described with the function ±〈Ψ0|e−iĤ(t−t0)c+i e

iĤ(t−t0)cj |Ψ0〉,
where plus sign applies to Bose statistics and minus sign to Fermi statistics.
Both processes contribute to the definition of the one-particle causal Green’s
function:

G(j, t; i, t0) = −i〈Ψ0|T
[
ĉj(t)ĉ+i (t0)

]
|Ψ0〉. (3.15)

Here we have used Heisenberg representation of the operators ĉi and ĉ+i :

ĉi(t) = eiĤtĉie
−iĤt . (3.16)

The symbol T (3.15) is Wick’s time-ordering operator which rearranges a
product of two time-dependent operators so that the operator referring to
the later time appears always on the left:

T
[
ĉj(t)ĉ+i (t0)

]
=
{

ĉj(t)ĉ+i (t0) (t > t0)
±ĉ+i (t0)ĉj(t) (t < t0)

. (3.17)

The physical meaning of the Green’s function in this representation is that
for t > t0 G(i, t0; j, t) describes the propagation of a particle created at time
t0 in the state i and detected at time t in the state j. For t < t0, the Green’s
function describes the propagation of a hole in the state j emitted at time t
into the state i at time t0. Analogously to the above, one can write down the
Green’s function in the space-time representation:

G(r0, t0; r, t) = −i〈Ψ0|T
[
ψ̂(r0, t0)ψ̂+(r, t)

]
|Ψ0〉, (3.18)

where ψ̂(r, t) and ψ̂+(r, t) are particle annihilation and creation operators in
the Heisenberg representation.

The time-evolution of the Green’s function is controlled by the equation
of motion. For V = 0 this is reduced to(

i
∂

∂t
− Ĥ(r)

)
G(rt, r′t′) = δ(r − r′)δ(t− t′), (3.19)
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which follows directly from the equation of motion of the field operators:

i
∂ψ̂(r, t)

∂t
=
[
ψ̂(r, t), Ĥ

]
, (3.20)

and a similar equation for the creation operator ψ̂+(r, t). Taking the Fourier
transform of (3.19) into frequency space, we get

[
ω − Ĥ(r)

]
G(r, r′;ω) = δ(r − r′), (3.21)

which demonstrates, that G(r, r′;ω) is a Green’s function in the mathemat-
ical sence, as described above in (3.3).

The one-particle Green’s function has some important properties which
make the use of the Green’s function method in condensed matter physics
attractive. The Green’s function contains a great deal of information about
the system: knowing the single-particle Green’s function, one can calculate
the ground state expectation value of any single-particle operator:

A(t) = ±i
∫ [

lim
t′→t+0

lim
r′→r

Â(r)G(r, t; r′, t′)
]
d3r. (3.22)

As a consequence, in particular, the charge density and the total energy can
be found for any system in the ground state at zero temperature. Furthermore
the one-particle Green’s function describes single-particle excitations. In what
follows, we shall discuss the latter in more detail.

For simplicity, in the following paragraphs we consider the homogeneous
electron gas. Due to the translational invariance, the momentum k is a good
quantum number, and we can use the basis functions φk(r) = 1√

N
eik·r. It

can easily be verified that the Green’s function of the homogeneous electron
gas is diagonal in momentum space and depends only on the time difference:

G(kt,k′t′) = δk,k′G(k, t− t′) (3.23)

The time-ordering operator T can be mathematically expressed using the
Heaviside function θ(t), which leads to the following equation for the Green’s
function

iGk(t− t′) = θ(t− t′)
∑

n

e−i[EN+1
n −EN

0 ](t−t′)|〈N + 1, n|c+k |N, 0〉|2

±θ(t′ − t)
∑

n

e−i[EN
0 −EN−1

n ](t−t′)|〈N − 1, n|ck|N, 0〉|2 . (3.24)

Here EN+1
n and EN−1

n are all the exact eigenvalues of the N + 1 and N − 1
particle systems respectively, n represents all quantum numbers necessary to
specify the state completely, and EN

0 is the exact ground state energy for the
system with N particles (n = 0). Using the integral form of the Heaviside
function,
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θ(t) = − lim
Γ→0

1
2πi

∞∫
−∞

e−iωt

ω + iΓ
, (3.25)

the Green’s function can easily be Fourier transformed into the frequency
representation:

Gk(ω) = lim
Γ→0

[∑
n

|〈N + 1, n|c+k |N, 0〉|2

ω −
[
EN+1

n − EN
0

]
+ iΓ

∓
∑

n

|〈N − 1, n|ck|N, 0〉|2

ω −
[
EN

0 − EN−1
n

]
− iΓ

]
. (3.26)

Equation (3.26) provides insight into the analytical properties of the single-
particle Green’s function. The frequency ω appears only in the denominators
of the above equation. The Green’s function is a meromorphic function of
the complex variable ω, and all its singularities are simple poles, which are
infinitesimally shifted into the upper half-plane of ω when ω > 0 and into the
lower one if ω < 0. Each pole corresponds to an excitation energy. If we now
set

EN+1
n − EN

0 = (EN+1
n − EN+1

0 ) + (EN+1
0 − EN

0 ) = ωn − µ

EN−1
n − EN

0 = (EN−1
n − EN−1

0 ) + (EN−1
0 − EN

0 ) = µ′ − ω′n, (3.27)

then ωn and ω′n denote excitation energies in the (N + 1)-and (N − 1)-
particle systems respectively and µ and µ′ are changes of the ground state
energy when a particle is added to the N -particle system or otherwise is
removed from the N -particle system, , known as the chemical potentials. In
the thermodynamic limit (N → ∞, V → ∞, N/V = const) one finds within
an error of the order N−1 that the chemical potential and the excitation
energies are independent of the particle number, i.e.

ωn ≈ ω′n , µ ≈ µ′ .

Another simple property of the Green’s function which follows from (3.26) is
the asymptotic behaviour for large |ω|:

Gk(ω) ∼ 1
ω
. (3.28)

It is convenient to introduce the spectral densities:

A+
k (ε) =

∑
n

|〈N + 1, n|c+k |N, 0〉|2δ(ε− ωn) (3.29 a)

A−k (ε) =
∑

n

|〈N − 1, n|ck|N, 0〉|2δ(ε− ωn), (3.29 b)
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which are real and positive functions, and whose physical interpretation is
simple. The spectral density function A+

k (ω) gives the probability that the
original N -particle system with a particle added into the state k will be
found in an exact eigenstate of the (N+1)-particle system. In other words, it
counts the number of states with excitation energy ω and momentum k which
are connected to the ground state through the addition of an extra particle.
Similarly, the function A−k (ω) is the probability that the original N -particle
system and a hole will be found at an exact eigenstate of the (N −1)-particle
system. Using the spectral functions (3.29), we may write the causal Green’s
function (3.26) in the Lehmann representation:

Gk(ω) = lim
Γ→0

∞∫
0

dε

[
A+

k (ε)
ω − (ε+ µ) + iΓ

∓
∑

n

A−k (ε)
ω + ε− µ− iΓ

]
. (3.30)

In addition, the spectral functions (3.29) may by expressed via the causal
Green’s function (3.26):

A+
k (ω − µ) = − 1

π
ImGk(ω), ω > µ (3.31 a)

A−k (µ− ω) = ± 1
π

ImGk(ω), ω < µ (3.31 b)

3.1.2 Quasi-Particles

From the Lehmann representation of the Green’s function (3.30), it easy to see
that the special features of the Green’s function originate from the denomina-
tor whose zeros can be interpreted as single-particle excitations. If the Green’s
function has a pole ωk in the momentum state k, then the spectral function
A+

k (ω) will have a strong maximum at the energy ωk = ω − µ. If c+k |N〉 was
an eigenstate, the peak would be a δ-function. In the presence of an interac-
tion, the state c+k |N〉 will not be, in general, an eigenstate. The system will
have many other states with the same momentum. An exact eigenstate will
be a linear combination of the respective Slater determinants with energies
spread out by the interaction. The shape of the function A+

k (ω) will depend
strongly on the interaction: the stronger the interaction the larger the spread
of energies and hence the larger the width of the function A+

k (ω). Inserting
the spectral functions back into the time-representation of the Green’s func-
tion, one sees that a finite width of the spectral function gives rise to a loss of
coherence with increasing time, and hence to a damping of the propagation.
The behaviour for positive times will be approximately:

iGk(t) ∼ zke
−iωkt−Γkt + iGincoherent

k (t), Γk > 0, t > 0 (3.32)
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where ωk defines the quasi-particle energy, Γk the quasi-particle inverse life-
time. The factor zk is called the quasi-particle weight and describes the
amount of coherence in the quasi-particle Green’s function.

The above quasi-particle Green’s function reads in frequency space:

Gk(ω) =
zk

ω − ωk + iΓk
+Gincoherent

k (ω), ω > µ, (3.33)

Now, in contrast to (3.26), Γk is finite because it is determined by the inter-
actions. The incoherent part of the Green’s function is a smooth and mainly
structureless function of frequency. This form gives rise to the spectral func-
tion

A+
k (ω) ∼

∣∣∣∣Rezk + Imzk(ω − ωk)
(ω − ωk) + Γ 2

k

∣∣∣∣ . (3.34)

The last equation shows that the shape of A+
k (ω) is determined by the pole

in the complex plane, and in the special case, Imzk = 0, it has the symmetric
Lorentzian form. In general, the spectral function has the asymmetric Breit-
Wigner shape as illustrated in Fig. 3.1. The peak in A+

k (ω) is associated with
a quasi-particle state or elementary excitation. The physical meaning of Γk

is clearly seen from the time-representation (3.33).

0 ω

A
k±  (ω

)

Γk

Fig. 3.1. Spectral functions A±
k (ω) with a quasi-particle peak of energy ωk > µ

with lifetime Γ −1
k .
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3.1.3 Self-Energy

The exact explicit expression for the single-particle Green’s function or its
spectral function is only known for a few systems. In general one has to
resort to some approximations for the Green’s function. One class of approx-
imations is derived via the equation of motion (3.19). It is useful to split the
Hamiltonian into its non-interacting part Ĥ0, which now also includes the
Coulomb potential from the electron charge density, and the interaction V̂ .
Application of these equations to the definition of the Green’s function leads
to the equation of motion for the single-particle Green’s function

[
i
∂

∂t
− Ĥ0

]
Gσ,σ′(r t, r′t′)

+i
∫

d3r′′v(r, r′′)〈Ψ0|T
[
Ψ̂+

σ′′(r′′t)Ψ̂σ′′(r′′t)Ψ̂σ(rt)Ψ̂+
σ′(r′t′)

]
|Ψ0〉

= δ(r − r′)δσ,σ′δ(t− t′). (3.35)

where

v(r, r′) =
1

|r − r′| (3.36)

is the Coulomb kernel. This equation involves a two-particle Green’s function.
The equation of motion of the two-particle Green’s function contains the
three-particle Green’s function, and so on. Subsequent application of 3.20
generates a hierarchy of equations, which relate an n-body Green’s function
to an n+1 body Green’s function. Approximations can be obtained when
this hierarchy is truncated at some stage by making an decoupling ansatz for
higher order Green’s functions in terms of lower order Green’s functions.

An alternative approach is to define a generalized, non-local and energy-
dependent potential, which formally includes all effects due to the interaction.
The equation

[
i
∂

∂t
− Ĥ0

]
Gσ,σ′(r t, r′t′)

−
∑
σ′′

∫
d3r′′

∫
dt′′Σσ,σ′′(r t, r′′t′′)Gσ′′σ1′(r′′t′′, r′t′)

= δσ,σ′δ(r − r′)δ(t− t′) (3.37)

implicitly defines this potential Σσ,σ′′(rt, r′′t′′), which is called the self-energy
operator, or mass operator.

Introducing the Green’s function of the non-interacting part of the Hamil-
tonian, Ĥ0, which obeys the equation

[
i
∂

∂t
− Ĥ0

]
G0

σ,σ′(r t, r′t′) = δ(r − r′)δσ,σ′δ(t− t′) (3.38)
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one easily sees that the full and the non-interacting Green’s function are
related by the Dyson equation:

Gσ,σ′(r, r′;ω) = G0
σ,σ′(r, r′;ω)

+
∫

d3x

∫
d3x′

∑
σ1.σ2

G0
σ,σ1

(r,x;ω)Σσ1,σ2(x,x
′;ω)Gσ2,σ′(x′, r′;ω). (3.39)

The Dyson equation can also be derived using Feynman’s diagrammatic tech-
nique. More details about that can be found in standard text books on the
many-body problem [3.22,3.24,3.42].

The simplest approximation for the self-energy is the complete neglect of
it, i.e.

Σ ≡ ΣH = 0, (3.40)

corresponding to the case of V̂ = 0. Since the classical electrostatic potential
is already included in H0 this reduces to the Hartree approximation to the
many-body problem. Due to the structure of the Dyson equation an approx-
imation for the self-energy of finite order corresponds to an infinite order
perturbation theory. The self-energy can be evaluated by using Wick’s the-
orem, Feynman’s diagram technique or by Schwinger’s functional derivative
method.

Here we follow Hedin and Lundquist [3.29] and present an iterative
method for generating more and more elaborate approximations to the self-
energy. The self-energy is a functional of the full Green’s function and can
formally also be expressed as a series expansion in a dynamically screened
interaction W . In turn, the screened Coulomb interaction can be expressed
via the polarisation function P which is related to the dielectric function. One
can show that all functions appearing in the evaluation of the full Green’s
function and the self-energy, form a set of coupled integral equations which
are known as the Hedin equations. Here we present this set of equations, as
common in literature, in the real-space/time representation

G(1, 2) = G0(1, 2) +
∫

d(3, 4)G0(1, 3)Σ(3, 4)G(4, 2), (3.41)

Σ(1, 2) = i

∫
d(3, 4)W (1, 3+)G(1, 4)Γ (4, 2; 3), (3.42)

W (1, 2) = v(1, 2) +
∫

d(3, 4)v(1, 3)P (3, 4)W (4, 2), (3.43)

P (1, 2) = −i
∫

d(3, 4)G(2, 3)Γ (3, 4; 1)G(4, 2+), (3.44)

Γ (1, 2; 3) = δ(1 − 2)δ(2 − 3) +
∫

d(4, 5, 6, 7)
δΣ(1, 2)
δG(4, 5)

G(4, 6)G(7, 5)Γ (6, 7; 3),

(3.45)
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where we have used an abbreviated notation (1) = (r1, σ1, t1) (the sym-
bol t+ means lim η → 0(t + η) where η is a positive real number). v(1, 2) =
v(r, r′)δ(t1 − t2) is the bare Coulomb potential, and Γ (1, 2; 3) is the vertex
function containing fluctuations of the charge density. The Hedin equations
should be solved self-consistently: one starts with Σ = 0 in (3.45), then
one calculates, with some starting Green’s function, the polarisation func-
tion (3.44), the screened Coulomb function (3.43), the self-energy (3.42),
and finally, with the Dyson equation (3.41), the new Green’s function
which should be used with the self-energy for evaluation of the vertex func-
tion (3.45). This process should be repeated until the resulting Green’s func-
tion coincides with the starting one. For real materials such calculations are
extremely difficult, mainly because of the complexity of the vertex func-
tion (3.45). In practice one usually truncates the self-consistency cycle and
approximates one or more functions, appearing in the Hedin equations (3.41)-
(3.45).

Before we turn to practical approaches for the self energy, we shall consider
its characteristic features following from quite general considerations [3.39].

The formal solution of Dyson’s equation (for translational invariant sys-
tems in momentum space) is:

Gk(ω) =
1

ω − ω0
k −Σk(ω)

. (3.46)

The singularities of the exact Green’s function Gk(ω), considered as a
function of ω, determine both the excitation energies ωk of the system and
their damping Γk. From the Lehman representation (3.30) and the Dyson
equation (3.46) it follows that the excitation energy ωk is given by

ωk = ω0
k + ReΣk(ωk). (3.47)

Analogously, the damping Γk is defined by the imaginary part of the self-
energy:

Γk = [1 − ∂ReΣk(ωk)
∂ω

]−1ImΣk(ωk). (3.48)

Using the behaviour of the Green’s function for large |ω|, we can write an
assymtotic series

[Gk(ω)]−1 = ω + ak + bk/ω + ..., (3.49)

and from (3.46) it follows that the self-energy is a regular function at infinity:

Σk(ω) = −(ω0
k + ak + bk/ω + ...) (3.50)

Further, since the imaginary part of the Green’s function never vanishes ex-
cept on the real axis, the Green’s function Gk(ω) has no complex zeros. From
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the analyticity of Gk(ω) it follows that Σk(ω) is analytic everywhere in the
complex plane with the possible exception of the real axis. Another impor-
tant property of the self-energy is its behaviour in the vicinity of the chemical
potential. If one finds

|ImΣk(ω)| ∼ (ω − µ)2 (3.51)

then the system is called a Fermi liquid [3.40]. This relation is not valid in gen-
eral because one of its consequences is the existence of a sharp Fermi surface,
which is certainly not present in some systems of fermions with attractive
forces between particles.

3.1.4 Kohn-Sham Approximation for the Self-Energy

In the last section we have discussed general properties of the Green’s function
and how the Green’s function is related to quasi-particle excitations. Now we
shall consider some practical approaches for the self-energy, with which we
can solve the Dyson equation (3.39) on a first-principles (or ab-initio) level.

The first method we discuss is the direct application of density functional
theory (DFT) to the calculation of the Green’s function.

DFT is one of the most powerful and widely used ab-initio methods [3.14,
3.19, 3.45]. It is based on the Hohenberg and Kohn theorem [3.30], which
implies, that all ground state properties of an inhomogeneous electron gas
can be described by a functional of the electron density, and provides a one-
to-one mapping between the ground-state density and the external potential.
Kohn and Sham [3.34] used the fact that this one-to-one mapping holds
both for an interacting and a non-interacting system, to define an effective,
non-interacting system, which yields the same ground-state density as the
interacting system. The total energy can be expressed in terms of this non-
interacting auxiliary system as:

E0 = min
ρ

{
T [ρ] +

∫
vext(r)ρ(r)d3r +

1
2

∫ ∫
ρ(r)ρ(r′)
|r − r′| d3rd3r′+

+Exc[ρ]} . (3.52)

Here the first term is kinetic energy of a non-interacting system with the
density ρ, the second one is the potential energy of the external field vext(r),
the third is the Hartree energy, and the exchange-correlation energy Exc[ρ]
entails all interactions, which are not included in the previous terms. The
charge density ρ(r) of the non-interacting system, which by construction
equals the charge density of the full system, can be expressed through the
orthogonal and normalized functions ϕi(r) as

ρ(r) =
occ.∑

i

|ϕi(r)|2. (3.53)
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Variation of the total energy functional (3.52) with respect to the function
ϕi(r) yields a set of equations, the Kohn-Sham (KS) equations, which have
to be solved self-consistently, and which are of the form of a single-particle
Schrödinger equation:

[
−∇2

2
+ veff(r)

]
ϕi(r) = εiϕi(r). (3.54)

This scheme corresponds to a single-particle problem, in which electrons move
in the effective potential

veff(r) = vext(r) + vH(r) + vxc(r). (3.55)

Here vH(r) is the Hartree potential and vxc(r) = δExc(ρ(r))
δρ(r) is the exchange-

correlation potential.
The energy functional (3.52) provides in principle the exact ground state

energy if the exchange-correlation energy Exc[ρ] is known exactly. This func-
tional is difficult to find, since this would be equivalent to the solution of
the many-body problem, and remains a topic of current research in density-
functional theory. For applications the exchange-correlation energy Exc[ρ] is
usually approximated by some known functionals obtained from some sim-
pler model systems. One of the most popular approaches is the local-density
approximation (LDA), in which the exchange-correlation energy Exc[ρ] of
an inhomogeneous system is approximated by the exchange-correlation en-
ergy of a homogeneous electron gas, which can be evaluated accurately, e.g.,
by Quantum Monte Carlo techniques. Thereby all many-body effects are
included on the level of the homogeneous electron gas in the local exchange-
correlation potential, which depends on the electronic density and some pa-
rameters obtained from many-body calculations for a the homogeneous elec-
tron gas [3.57, 3.13, 3.58, 3.48, 3.47]. In many cases the LDA works well and
is already for three decades widely used for great variety of systems (see
review by R.O. Jones and O. Gunnarsson [3.31], and some text books on
DFT [3.14, 3.19, 3.45]). The simplicity of the local density approximation
makes it possible to solve the Kohn-Sham equation (3.54) with different ba-
sis sets and for different symmetry cases. When the on-site Coulomb inter-
action dominates the behaviour of electrons (strongly correlated systems),
the local-density does not work well, and another approximation of Exc[ρ] is
needed.

As was already mentioned above, standard density functional theory is
designed for the study of ground state properties. In many cases it appears
reasonable to interpret the eigenvalues εi in the one-particle equation (3.54)
as excitation energies, but there is no real justification for such an interpreta-
tion [3.46, 3.51]. However, also the Green’s function and thus the self-energy
are, among other dependencies, functionals of the electronic density. Sham
and Kohn argue that for sufficiently homogenous systems, and for energies
in the close vicinity of the Fermi-surface, the approximation
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Σ(r, r′;ω) ≈ vxc[ρ](r)δ(r − r′) (3.56)

should be good. The range of energies, in which this approximation can be
expected to work, depends on the effective mass of a homogeneous electron
gas with a density, corresponding to some average of the actual density of
the system. Using this approximation in the Dyson equation, one sees that
the full Green’s function is approximated by the Green’s function of the non-
interacting Kohn-Sham system, which can be expressed in terms of the KS
orbitals and KS energies:

GKS,σ,σ′(r, r′;ω) = lim
Γ→0

(
occ∑
i

ϕiσ(r)ϕ∗iσ′(r′)
ω − µ+ εi + iΓ

+
unocc∑

i

ϕiσ(r)ϕ∗iσ′(r′)
ω − µ+ εi − iΓ

)

(3.57)

This argument explains why the otherwise unjustified interpretation of the
Kohn-Sham Green’s function, often gives surprisingly good results for spec-
troscopy calculations. Despite the lack of a proper justification, this fact led to
the development of variety of methods on the first-principle level, which are
successfully applied for many spectroscopy phenomena (see recent reviews
in [3.16, 3.15]). An example, how the density functional theory within the
LDA does work, is illustrated in Fig. 3.2. Here we present magneto-optical
spectra for iron calculated by a self-consistent LMTO method [3.3] and the
experimental results [3.37]. Because magneto-optics in the visible light be-
longs to the low-energy spectroscopy, one can expect, that the use of the
LDA is reasonable. Indeed, the calculated polar Kerr rotation and Kerr el-
lipticity agree very well with the experimental curve. The theoretical curve
reproduces all main features of the experimental result. With increasing en-
ergy the agreement with experiment is getting worse, as expected from the
deterioration of the LDA approximation for higher energies. The theory also
could not represent the magnitude of the experimental curve for the whole
energy range; this is related to the damping of the quasi-particle states. The
main failure of the LDA in the description of spectroscopic phenomena is
the inability to reproduce the damping of single-particle excitation, which is
given by the imaginary part of the self-energy (3.48) and which is not present
in the approximation (3.81). The calculated spectrum is usually artificially
smeared by a Lorentzian broadening with some constant width Γ , but this is
not a satisfactory approximation, because in reality the damping has a more
complicated structure. An evident case when the LDA does not work is shown
in Fig. 3.3. Here we present photoemission spectra for silver at a photon en-
ergy of 26 eV. The solid line shows a theoretical spectrum calculated by these
authors using a self-consistent Green’s function method [3.18,3.38] within the
LDA. The dashed line reproduces the experiment [3.43]. The low energy part
of the spectra (up to 5.5 eV below the Fermi level) is adequately represented
by theory. At the energy 5.1 eV below the Fermi level the experiment shows
a peak corresponding to a 4d-state, which is predicted by theory at 3.6 eV
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Fig. 3.2. Calculated [3.3] and experimental [3.37] magneto-optical spectra of Fe

below the Fermi level. The discrepancies are related to the inadequacy of the
local approximation of vxc(r) and to the failure of correlating Kohn-Sham
eigenvalues with excitation energies in the photoemission experiment. Below
we point some serious faults of the DFT and the LDA in the description of
ground state and quasi-particle state properties:

– The approximation of the exchange-correlation energy is a crucial point of
DFT calculations. Existing approximations are usually not applicable for
systems with partially filled inner shells. In presence of strong-correlated
electrons the LDA does not provide reasonable results.

– The LDA is not completely self-interaction free. The unphysical interaction
of an electron with itself can approximately be subtracted if the electron is
sufficiently localized [3.48]. This remarkably improves the total energy and
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Fig. 3.3. Photoemission spectra of silver at a photon energy of 26 eV: theory (solid
line) and experiment (dashed line) [3.43]

other ground state properties, but quasi-particle excitations are still badly
described because the Kohn-Sham approach (3.81) is even less appropriate
for strongly localized electrons. Application the SIC method for extended
systems is difficult since the correction term, as proposed by Perdew and
Zunger [3.48] disappears for delocalized electrons. The method can be gen-
eralized by applying the correction to localized Wannier states [3.54,3.53].

– The band gaps in sp-semiconductors like Si, GaAs, Ge, etc. are by 70-100%
systematically underestimated.

– The damping of excitation states can not be conceptually described within
a direct interpretation of the Kohn-Sham system.

The main reason for all those problems is the fact, that (standard) density
functional theory is not designed for excited states. The approximation (3.81)
is empirically right only for specific materials and for a limited range of
energies. Optical excitations (two-particle excitations) can, in principle, be
obtained from time-dependent DFT [3.49,3.44].
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3.2 Methods of Solving the Kohn-Sham Equation

In this chapter we describe two methods of calculating the electronic band
structures of crystals, which is equivalent to calculating the KS Green’s func-
tion. These methods represent two general approaches of solving the Kohn-
Sham equation.

In the first approach the Kohn-Sham equation can be solved in some
basis set. The wave function ϕi(r) in the Kohn-Sham equation (3.54) can be
represented as linear combination of N appropriate basis functions φi(r):

ϕ(r) =
N∑
i

Ciφi(r) (3.58)

The basis set {φi(r)} should correspond to the specifics of the solving prob-
lem such as the crystal symmetry, the accuracy or special features of the
electronic structures. According to the variational principle the differential
equation (3.54) represented in the basis (3.58) can be transformed to a set of
linear equations:

N∑
j

(Hij − εSij)Cj = 0, j = 1, 2, .., N . (3.59)

The matrices

Hij =
∫

d3rφ∗i (r)Ĥ(r)φi(r), (3.60)

Sij =
∫

d3rφ∗i (r)φi(r) (3.61)

are the Hamiltionan and overlap matrices respectively. Using identity

S =
(
S1/2

)T

S1/2 (3.62)

the system of (3.59) can be easily transformed to the ordinary eigenvalue
problem

N∑
j

(H̃ij − εδij)C̃j = 0 (3.63)

with H̃ =
(
S1/2

)T
HS1/2 and C̃ = S1/2C. This ordinary eigenvalue prob-

lem (3.63) can by solved by the diagonalization of the matrix H̃.
All variational methods differ from each other only by the choice of

the basis functions {φi(r)} and by the construction of the crystal poten-
tial. Several efficient basis methods have been developed in last four decades
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and are widely used for band structure calculations of solids. A designated
choice of basis functions serves for specific purposes. For example the lin-
earized muffin-tin orbital (LMTO) method [3.1] or augmented spherical wave
(ASW) [3.60] method provide very fast band structure calculations, with
an accuracy which is sufficient for many applications in solids. A tight-
binding representation of the basis [3.21,3.2] is very useful for different models
with parameters determined from band structure calculations. Usually sim-
ple basis methods are very fast but not very accurate. Methods with more
complicated basis and potential constructions are appropriate for high pre-
cision electronic structure calculations (see augmented plane wave (APW)
method [3.52], full-potential linearized augmented plane wave (FPLAPW)
method [3.10], projected augmented wave (PAW) method [3.12], full-potential
local-orbital minimum-basis method [3.32], several norm-conserving pseudo-
potential methods [3.26,3.56]). Such methods are slower than the fast simple
basis methods mentioned above, but on modern computers they are success-
fully applied even to extended systems like large super-cells, surfaces and
interfaces.

Another efficient way to solve the the Kohn-Sham equation (3.54) is the
Green’s function method. This approach is based on a corresponding math-
ematical scheme of solving differential equations. Basically the method uses
Green’s function technique to transform the Schrödinger equation into an
equivalent integral equation. In the crystal one can expand the crystal states
in a complete set of functions which are solutions of the Schrödinger equation
within the unit cell, and then determine the coefficients of the expansion by
requiring that the crystal states satisfy appropriate boundary conditions. This
method was proposed originally by Korringa [3.35], Kohn and Rostoker [3.33],
in different though equivalent form. More details about the Korringa-Kohn-
Rostoker (KKR) method can be found in [3.23,3.59].

As an example of ab-initio band structure methods we shall discuss below
a high precision full-potential combined basis method [3.20, 3.17], which is a
flexible generalisation of the LCAO computational scheme. Before we start
the discussion about this approach, we consider some general features which
are typical for any basis method.

In a crystal the effective potential veff(r) in the Kohn-Sham equation
(3.54) is a periodic function of direct lattice vectors Ri: veff(r+Ri) = veff(r).
A wave function ϕn(k; r) satisfies the Bloch theorem:

ϕn(k; r + Ri) = exp (ik · Ri)ϕn(k; r) (3.64)

Here k is a wave vector of an electron. According to the Bloch theorem
solutions of the Kohn-Sham equation (3.54) depend on the wave vector k
and can generally be represented as

ϕn(k; r) = exp (ik · r)un(k; r), (3.65)

where un(k; r) is a lattice periodic function. The index n is known as the
band index and occurs because for a given k there will be many independent



3 Methods for Band Structure Calculations in Solids 41

eigenstates. In any basis method the crystal states are expanded in a com-
plete set of Bloch type functions. The trial wave function expanded in the
basis set should be close to the true wave function in the crystal. In crys-
tals with almost free valence electrons an appropriate basis would be plane
waves while the atomic-like functions are a proper choice for systems with
localized valence electrons. Different methods of band calculations can be
classified depending on which of the two above approaches is followed. Pseu-
dopotential methods or orthogonalized plane wave (OPW) method use plane
waves or modified plane waves as the basis set. The tight-binding methods
like the LMTO or LCAO are based on the second concept. There are also ap-
proaches which combine both delocalized and localized functions. The aim of
these schemes is to find the best fit for true wave functions in systems which
contain different types of electron states. Moreover, the true wave function
changes its behaviour throughout the crystal: close to the nuclear the wave
function is usually strongly localized and in the interstitial region it has more
free electron character. To this class of methods belongs the very popular
FPLAPW method [3.10] in which the wave functions are represented by lo-
calized functions in the muffin-tin sphere which are smoothly matched to
plane waves in the interstitial region. Here we shall discuss another combined
basis approach which is based on the LCAO scheme. In the LCAO method,
originally suggested by Bloch [3.11], the atomic orbitals of the atoms (or
ions) inside the unit cell are used as basic expansion set for the Bloch func-
tions. This procedure is convenient only for low energy states because the
atomic orbitals are very localized and poorly describe the wave functions in
the region where the crystal potential is flat. The atomic orbitals can be
optimized as suggested in [3.21]. In this approach the atomic-like functions
are squeezed by an additional attractive potential. The extention of the basis
functions is tuned by a parameter that can be found self-consistently [3.32].
One of the main difficulties of the LCAO scheme is an abundance of multi-
center integrals, which must be performed to arrive at a reasonable accuracy
of band structure calculations. This difficulty is evidently most critical for
solids which have a close packed structure and therefore a great number of
neighbours within a given distance. To avoid these difficulties, one usually
imposes some restrictions on the basis set and, as a rule, this leads to its
incompleteness, which, on the other hand, is most pressing for open struc-
tures. Completeness can be regained by adding plane waves to the LCAO’s.
By increasing the number of plane waves in the basis we can decrease the
spatial extent of localised valence orbitals and thereby reduce the number of
multi-center integrals. This provides a flexibility which goes far beyond usual
pseudo potentials. Retaining some overlap between the local valence orbitals,
we improve our plane-wave basis set and can receive a good converged Bloch
function for both valence electrons and excited states using a relatively small
number of plane waves. Orthogonalization of both LCAO’s and plane waves
to core states can be done before forming of Hamiltonian and overlap ma-
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trices. Thus, the application of combined basis sets in the combination of
LCAO’s and OPW’s allows efficiently to use advantages both approaches.

We have to solve the Kohn-Sham equation for the electronic states in a
periodic systems

[−1
2
∇2 + veff(r)]ϕn(k; r) = εn(k)ϕn(k; r) . (3.66)

Here veff is the effective potential (3.55). The wave function ϕn(k; r) describes
the Kohn-Sham one-electron state with the wave vector k and the band index
n. Without any restriction of generality the effective potential can be split
into two parts: a lattice sum of single local potentials decreasing smoothly to
zero at the muffin tin radii and a smooth Fourier transformed potential which
is the difference between the total effective and the local potential. Thus, the
effective potential can be represented as follows

veff(r) =
∑
RS

vloc
S (r − R − S) +

∑
G

eiG·r vft(G) , (3.67)

where R and G are direct and reciprocal lattice vectors, and S is a site
position in an unit cell. The local potential is decomposed into angular con-
tributions and with our conditions has the form

vloc
S (r) =

{∑
L

vloc
SL(r)YL(r̂) : r ≤ rMT

0 : r > rMT ,
(3.68)

where r̂ is a normal vector along the vector r. Here YL(r̂) are spherical
harmonic functions with the combined index L = {l,m}. This decomposition
greatly simplifies the evaluation of the required matrix elements. One-electron
wave functions are sought in the combined basis approach

ϕn(k; r) =
∑

µ

Anµ(k)φν(k; r) +
∑
G

BnG(k)φG(k; r) . (3.69)

ϕµ(k; r) is the Bloch sum of localised site orbitals φµ(r − R − Sµ). The
µ−sum runs over both core and valence orbitals:µ = {c, ν}. The core orbital
contributions in a valence state are needed to provide orthogonalization of
the valence state to true core states. ϕG(k; r) ∼ ei(k+G)·r is a normalised
plane wave. We use core orbital contributions and plane wave contributions
seperately, and do not form orthogonalised plane waves (OPWs) at the outset.

In the basis set three types of functions are used: true core orbitals,
squeezed local valence orbitals and plane waves. By our definition, true core
orbitals are solutions of the Kohn-Sham equation (3.66) which have negligible
nearest neighbour overlap among each other (typically less than 10−6). The
highest fully occupied shells of each angular momentum (e.g. 2s and 2p in
aluminium, or 3s and 3p in a 3d-metal) are treated like valence orbitals in
most of our calculations, because their nearest neighbour overlap is not small
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enough to be neglected, if a larger number of plane waves is included. This
is usually the reason for the over-completeness breakdown of OPW expan-
sions. The local basis function (both core and valence) can be constructed
from radial functions ξµ

Snl(r) which are solutions of the radial Schrödinger
equation

[
− 1

2r
∂2

∂r2 r +
l(l + 1)

2r2 + vµ
S(r)

]
ξµ
Snl(r) = εµ

Snlξ
µ
Snl(r) . (3.70)

Here, in the case of core electrons (µ = c) the potential vc
S(r) is the crystal

potential averaged around the center S. To obtain squeezed valence electrons
(µ = ν) we use a specially prepared spherical potential by adding an artificial
attractive potential to vc

S(r):

vν
S(r) = vc

S(r) +
(
r

rν

)4

(3.71)

with a parameter rν which serves to tune the radial expansion of the basis
functions and can be found self-consistently on the total energy minimum
condition. A useful local valence basis orbital should on the contrary rapidly
die off outside the atomic volume of its centre, but smooth enough for the
Bloch sums of those orbitals to provide a smooth and close approximant to
the true valence Bloch wave function so that the remaining difference between
the two may be represented by a few OPWs. A local basis function is denoted
in the following manner

ηµ(r) = ξµ
Snl(r)YL(r̂) , (3.72)

where the lower index µ = {c, ν} acts as multi-index {Snlm} for core and
valence basis functions respectively.

The third kind of basis functions are plane waves normalised to the crystal
volume V :

ηk(r) =
1√
V
eik·r , V = NVu , (3.73)

where N is the number of unit cells and Vu is the unit cell volume. To
summarise, the entries in the expansion (3.66) are the basis Bloch functions

φc(k; r) ≡ (r|kc) =
∑
R

ηc(r − R − Sc)
1√
N
eik·(R+Sc) , (3.74)

φν(k; r) ≡ (r|kν) =
∑
R

ην(r − R − Sν)
1√
N
eik·(R+Sν) , (3.75)

φG(k; r) ≡ (r|kG) = ηk+G(r) (3.76)

The flexibility of the basis (3.72) and (3.73) consists in a balance between
the radial extension of the valence basis orbitals and the number of plane
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waves needed to converge the expansion (3.69). By reducing the parameters
rν and/or the number of local basis orbitals, the number of multi-center
integrals needed in the calculation is reduced at the price of slowing down
the convergence speed with the number of plane waves included, and vice
versa. Our approach provides a full interpolation between the LCAO and
OPW approaches adopting pseudo-potential features.

After the expansion of the wave functions in (3.66) we have the following
system of linear equations∑

µ

[(kµ′|H|kµ) − E (kµ′|kµ)]Aµ(k) = 0 , (3.77)

which gives us the sought band energies E = En(k) , n = 1, ...,M , where M
gives the rank of the coefficient matrix and corresponds to the number of
basis functions. For the expansion coefficients Aµ

n(k) there are M different
solutions. The equation system poses the eigenvalue problem

(H − ES)A = 0 (3.78)

with Hamilton matrix H and overlap matrix S. To solve this eigenvalues
problem the matrix elements of the Hamiltionan and overlap matrices must
be calculated. This is a non-trivial problem because the basis consists of three
types of functions. Moreover the local valence functions are extended in real
space and overlap with each other and with the core orbitals. Because of
this one needs to calculate multi-center integrals which are assumed to be
independent of the wave vector. Due to the limited space we shall not discuss
this problem in the paper and refer the reader to the literature [3.20, 3.17,
3.32] for more details. The secular equation (3.78) can be solved in the same
manner as discussed in the previous paper by H. Eschrig. The orthogonality
of the core orbitals allows us to restructure the matrix in (3.78) so that the
eigenvalue problem will be reduced. According to this scheme the solution of
the system of (3.78) can be carried out in the following manner. As the first
step the matrices Scλ, Sλλ, Hλλ (λ = {ν,G} is common index for valence
basis functions) and the energies of core states εc are determined. Then the
matrix

Sλλ − S†cλScλ

is decomposed into the product of left tridiagonal matrix Sl
λλ and right tridi-

agonal matrix Sl†
λλ with the Cholesky method. The next step is the calculation

of the inverse matrix (Sl
λλ)−1. Using this matrix we can calculate the matrix

H̃λλ =
(
Sl

λλ

)−1† [Hλλ − S†cλHccScλ

] (
Sl

λλ

)−1
. (3.79)

After diagonalisation of the matrix H̃λλ we get the matrix Uλλ, which diag-
onalizes H̃ and with this matrix the expansion coefficients A can be written
as:
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AT =
(

1 −Scλ (Sr
λλ)−1

Uλλ

0 (Sr
λλ)−1

Uλλ

)
. (3.80)

The first column of the matrix A corresponds to the expansion coefficients of
core states. According to our assumption that the core states are completely
occupied, they do not overlap and are independent of the crystal momentum
k. Therefore one of the coefficients Ac(k) is equal to one, and all other Aµ(k)
are zero. The upper block of this column is hence a unit matrix 1 with the di-
mension Mc×Mc, where Mc is number of the core states, and the lower block
is a zero matrix. The second column represents the expansion coefficients of
valence functions, where the upper block includes the orthogonalization cor-
rection of the valence states to the core states, and the dimension is equal to
Mc×Mλ. Here Mλ is the number of the valence states. The preceding scheme
corresponds to the orthogonalisation corrections of the valence basis due to
the core states (e.g. see [3.21]). With this representation the Bloch wave func-
tion (3.69) has a convenient form, and the estimations of the matrix elements
and the charge density are substantially simplified.

After the eigenvalue problem (3.78) is solved, we can estimate the Bloch
function (3.69) and the electronic charge density, which in our method is
treated in the same manner as the crystal potential (3.67). This approach
provides a very accurate numerical representation of the charge density and
the crystal potential, which can be calculated self-consistently within the
local density approximation.

As it was already mentioned above the main advantage of the combined
basis method is the flexibility of the basis which allows to optimize efficiently
band structure calculations without losing the high numerical accuracy. This
fact is illustrated in Fig. 3.4 where the self-consistent band energy for Cu is
presented. In this picture we demonstrate the convergence of the band energy
with the number of plane waves in the basis. The band energies have been
calculated for different parameters rν in (3.71) which regulates the extension
of the local basis functions. The overlap between the local orbitals on different
centers is getting larger with increasing the parameter rν . Then one needs
to calculate more multi-center integrals in matrix elements of the eigenvalue
matrix. For smaller rν the overlap is reduced but one needs more plane waves
to obtained an accurate band structure. Another advantage of the method
is the completeness of the basis for large energy range. In many approaches,
specially in linearized methods, the basis functions are appropriate only for
valence bands. This is sufficient for a study of ground state properties, but
makes the methods not applicable for the spectroscopy. In the combined basis
method the plane waves fit adequately the high lying bands which enables
accurate calculations of spectroscopic characteristics within the local density
approximation. Figure 3.5 shows an example of the band structure of Si
calculated by the combined basis method. The band energies are shown

along symmetry lines in the Brillouin zone. The indirected gap is 0.64 eV
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Fig. 3.4. Convergency of the self-consistent band energy of Cu for the different
local basis extensions with the number of plane waves

Fig. 3.5. Band structure for Si calculated with the combined basis method [3.17].
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which corresponds to the expected LDA value. The band structure is in good
agreement with very accurate APW and pseudo-potential calculations.

To summarize, the combined basis method is a high precision tool for the
calculation of the electronic structure of solids. The basis set, consisting of
localised valence orbitals and plane waves is appropriate for different types
of electrons in solids. There are no shape restriction concerning both the
electron density and the self-consistent potential. Typically 65 plane waves
per atom yield an absolute accuracy of ≤ 1 mRyd for the total energy for a
typical transition metal. Including orthogonalised plane waves into the basis
set makes it possible to achieve the high precision for total energy calculations
of both close packed and open systems.

3.3 GW Approximation

We shall now consider a way for approximating the self-energy using Hedin’s
set of (3.42)-(3.45). The most difficult part of these equations is the evalua-
tion of the vertex function (3.45). The vertex function contains particle-hole
correlation effects and is defined implicitly through the Bethe-Salpeter equa-
tion, which involves a two-particle Green’s function. The functional derivative
δΣ/δG is not trivial to obtain, because the dependence of the self-energy with
respect to the full Green’s function is not explicitly known. If the electrons
interact not too strongly, this functional derivative is small and the vertex
function can be approximated by its zero order expression [3.27–3.29]:

Γ (1, 2; 3) ≈ δ(1 − 2)δ(2 − 3). (3.81)

This yields a simplified version of Hedin’s set of equations:

Σ(1, 2) = iW (1, 2)G(1, 2), (3.82)

W (1, 2) = v(1, 2) +
∫

d(3, 4)W (1, 3)P (3, 4)v(4, 2), (3.83)

P (1, 2) = −iG(1, 2)G(2, 1). (3.84)

In this approximation the self-energy is expressed as a product of the
self-consistent single-particle propagator G and the self-consistent dynami-
cally screened interaction W . This gives the name for the approximation:
GW. The GW approximation (GWA) is consistent in the Baym-Kadanoff
sense [3.9,3.8], i.e. it is a particle- and energy-conserving approximation. The
GWA corresponds to the first iteration of the Hedin’s equations and can
be interpreted as the first order term of an expansion of the self-energy in
terms of the screened interaction. The (3.41),(3.82)-(3.84) can be solved self-
consistently, but in practice, such a calculation is computationally very expen-
sive. Moreover, the experience with self-consistent GW implementations (see
the review by F. Aryasetiawan and O. Gunnarson [3.5] and references therein)



48 A. Ernst and M. Lüders

shows that in many cases the self-consistency even worsens the results in com-
parison with non-self-consistent calculations. The main reason for this is the
neglect the vertex correction. Most existing GW calculations do not attempt
self-consistency, but determine good approximations for the single-particle
propagator G and the screened interaction separately, i.e., they adopt a “best
G, best W” philosophy. The common choice for the single-particle propaga-
tor is usually the LDA or Hartree-Fock Green’s function. Using this Green’s
function the linear response function is obtained via the (3.84), and afterward
it is used for the calculation of the screened Coulomb interaction (3.83). The
self-energy is then determined without further iteration. Nevertheless, with
the first iteration of the GW approximation encouraging results have been
achieved. In Fig. 3.6 we show a typical result for the energy bands of MgO
within the GWA (dotted line) compared to a conventional LDA calculation.
It is clear from this plot that the GWA gap is in much better agreement with
the experimental value than the LDA results.

Below we describe briefly some existing implementations of the GW
method. More details can be found in the original papers and in the re-
views [3.5, 3.7, 3.44]. The GW integral equations (3.41),(3.82)-(3.84) can be
represented in some basis set in the real or reciprocal space and solved by
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Fig. 3.6. Energy bands of MgO from KKR-LDA (solid) and GWA (dots) calcu-
lations. The LDA band gap is found to be 5.2 eV, the GWA band gap is 7.7 eV
which is in good agreement with the experimental gap of 7.83 eV.
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matrix inversion. The basis set should be appropriate to the symmetry of
the particular problem and should be able to represent as accuratly as pos-
sible the quite distinctive behaviour of the functions, involved in the GW
approach.

– Plane wave methods
Pseudo-potentials in conjunction with a plane wave basis set are widely

used in computational condensed matter theory due to their ease of use
and their systematic convergence properties. Because of simplicity of the
GW equations in the plane wave basis, the implementation of the GWA is
easy, and many pseudo-potential codes contain a GW part. Conventionally
a pseudo-potential method can be applied for electronic structure study of
systems with delocalised sp-electrons for which the plane wave basis con-
verges rapidly. But due to recent development of the pseudo-potential tech-
nique new ultra-soft pseudo-potential methods [3.56] can also be applied
to materials with localised d- and f -electrons. Most of existing pseudo-
potential programs are well optimised and successfully used not only for
bulk-systems but also for surfaces, interfaces, defects, and clusters. A dis-
advantage of the plane wave basis is bad convergence for systems with
localised electrons. For transition metals or f-electron systems one needs
several thousand plane waves. Also the number of basis functions needed
for convergence is increasing with the volume of the system. Typically a
plane wave GW calculation scales with N4, that makes calculations of
extended systems very expensive.

– The Gaussian basis method
Rohlfing, Krüger, and Pollman [3.41] have developed a GW method which
combines a pseudo-potential basis and localised Gaussian orbitals. In this
approach the LDA Green function is obtained by a conventional pseudo-
potential method. Afterwards the Green’s function and all GW equations
are represented in localised Gaussian orbitals. This essentially reduces the
size of the problem. Typically one needs 40-60 Gaussian functions. An-
other advantage of the method is that many of integrals can be calculated
analytically. Because the pseudo-potential part is restricted for sp-electron
compounds, the method can not be used for systems with localised elec-
trons. A serious problem of the approach is the convergence of the Gaussian
basis: while a Gaussian basis can systematically converge, the number of
the basis functions needed for convergence can be quite various for different
materials.

– The linearised augmented plane wave (LAPW) method
The LAPW method is one of the most popular methods for the electronic
structure study. The basis consists of local functions, obtained from the
Schrödinger equation for atomic-like potential in a muffin-tin sphere on
some radial mesh, and plane waves, which describe the interstitial region.
The local functions are matched on the sphere to plane waves. Such com-
bination of two different kinds of basis functions makes the LAPW method
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extremely accurate for systems with localised or delocalised electrons. Also
the plane waves are better suited for high energy states, which are usually
badly represented by a conventional tight-binding method. All this makes
the LAPW method attractive for the GW implementation. Hamada and
coworkers developed a GW method with the LAPW [3.25] and applied it
to Si. 45 basis functions per Si atom were needed which corresponds to a
reduction by factor of five compared to plane wave calculations. But the
computational afford is comparable with the pseudo-potential calculations
because the evaluation of matrix elements is more expensive. Although a
GW-LAPW realisation was successfully used also for Ni [3.4], the method
did not become very popular because of the computational costs. With fur-
ther development of computer technology this method may become very
promising, as it was shown recently by Usuda and coworkers [3.55] in the
GW-LAPW study in wurtzite ZnO.

– The linearised muffin-tin orbitals (LMTO) method
The LMTO is an all-electron method [3.1,3.2] in which the wave functions
are expanded as follows,

ψnk =
∑
RL

χRL(r; k)bnk(RL), (3.85)

where χ is the LMTO basis, given in the atomic sphere approximation by

χRL(r,k) = ϕRL(r) +
∑
R′L′

ϕ̇R′L′(r)HRL;RL′(k). (3.86)

Here ϕRL(r) = φRL(r)YL(r̂) is a solution to the Schrödinger equation in-
side a sphere centred on an atom at site R for a certain energy εν , ϕ̇R′L′(r)
is the energy derivative of ϕRL(r) at the energy εν , and HRL;RL′(k) are
the so-called LMTO structure constants. An advantage of the LMTO is
that the basis functions do not depend on k. The LMTO method is char-
acterised by high computational speed, requirement of a minimal basis
set (typically 9-16 orbitals per an atom), and good accuracy in the low
energy range.
Aryasetiawan and Gunnarsson suggested to use a combination of the
LMTO basis functions for solving the GW equations [3.6]. They showed
that a set of products φφ, φφ̇, and φ̇φ̇ forms a complete basis for the polar-
isation function (3.84) and the self-energy (3.82). This scheme allows accu-
rate description of systems with any kinds of electrons typically with 60-100
product functions. A disadvantage of the approach is a bad representation
of high energy states in the LMTO method, which are important for cal-
culations of the polarisation function and the self-energy. Recently, Kotani
and van Schilfgaarde developed a full-potential version of the LMTO prod-
uct basis method [3.36], with an accuracy which is substantially better than
that of the conventional GW-LMTO implementation.

– The spacetime method
Most of the existing implementations of the GWA are in the real fre-
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quency / reciprocal space representation. In this approach the evaluation
of the linear response function

Pq(ω) = − i

(2π)4

∞∫
−∞

dε
∫

ΩBZ

d3kGLDA
k (ε)GLDA

k−q (ε− ω) (3.87)

and the self-energy

Σq(ω) =
i

(2π)4

∞∫
−∞

dε
∫

ΩBZ

d3kWk(ε)GLDA
k−q (ε− ω) (3.88)

involves very expensive convolutions. In the real-space/time representation
both functions are simple products (3.84) and (3.82), which eliminates two
convolutions in reciprocal and frequency space. The idea to chose different
representations to minimise the computations is realized in the spacetime
method [3.50]. In this scheme the LDA wave functions Φnk(r) are calcu-
lated with a pseudo-potential method. Then the non-interacting Green’s
function is analytically continuated from real to imaginary frequencies and
Fourier transformed into the imaginary time:

GLDA(r, r′; iτ) =




i
occ.∑
nk

Φnk(r)Φ∗nk(r′)eεnkτ , τ > 0

−i
unocc.∑

nk

Φnk(r)Φ∗nk(r′)eεnkτ , τ < 0
. (3.89)

Here r denotes a point in the irreducible part of the real space unit cell
while r′ denotes a point in the “interaction cell” outside of which GLDA is
set to zero. The linear response function is calculated in the real-space and
for imaginary time with the formula (3.84) and afterwards Fourier trans-
formed from iτ to iω and from real space to reciprocal one. The screened
Coulomb interaction is evaluated as in a conventional plane wave method,
and is then transformed into the real-space/imaginary time representa-
tion to obtain the self-energy according the (3.82). Further, the self-energy
can be Fourier transformed into the imaginary frequency axis and recipro-
cal space, and analytically continuated to real frequencies. The spacetime
method decreases substantially the computational time and makes the cal-
culation of large systems accessible. A main computational problem of the
spacetime method is the storage of evaluated functions (G, P , W , and Σ)
in both representations.
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