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1. INTRODUCTION

One of the most spectacular phenomena discovered in
recent years in magnetic artificially layered structures is
the giant magnetoresistance (GMR) effect. The essence
of the effect is the dependence of electrical resistance
of a magnetic metallic multilayer on its magnetic config-
uration [1,2]. Such a configuration can be changed, for
example, with an external magnetic field applied to the
system, A typical structure in which the effect occurs
is a multilayer with adjacent ferromagnetic films coupled
antiferromagnetically across a nonmagnetic spacer [3,4]
so that they have antiparallel magnetizations in the van-
ishing magnetic ficld. The magnetizations then rotate in
an external field from the antiparallel configuration to
the parallel one, and this rotation is accompanied by a
decrease in the electrical resistance of the multilayer (an
increase is also possible [5]). The effect exists for elec-
tric current flowing in the film plane [1,2,6], as well as
for electric current flowing perpendicularly to the film
plane [7-9]. The antiparallel alignment can also be obtained
by other means, If, for instance, a multilayer consists of
two types of ferromagnetic films (which have different coer-
cive fields), then there is a range of magnetic fields during
scan through the hysteresis loop where the magnetizations
are antiparallel (being parallel above a certain saturation
field) [6]. The GMR effect itself is a classical effect, and also
exists at room temperature. Therefore, most of the experi-
mental works on electronic transport in magnetic structures
were done in this temperature range.

Whereas the transport properties of magnetic systems
in the high-temperature regime are more interesting from
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the application point of view, the low-temperature regime
seems to be more interesting from the point of view of
fundamental physics. This is because various quantum phe-
nomena have peculiar contributions to transport character-
istics, particularly in systems of reduced dimensionality. In
such structures, usually one or more characteristic dimen-
sions are in the nanometer range. When electrons prop-
agate in a disordered system with the electron coherence
length comparable to its (one or more) dimensions, the
conductivity corrections due to quantum interference and
electron—electron (e-e) interaction may play a significant
role. Moreover, analysis of the phase-coherent effects in
spin-polarized materials, particularly their dependence on
the magnetic field and temperature, provides a sensitive way
to investigate the degree and role of structural (morphologi-
cal) and magnetic (domain walls) inhomogeneities. One may
also expect that future spin electronics (spintronics) will take
advantage of the phase-coherent transport in spin-polarized
systems,

Localization effects in the transport properties of non-
magnetic metals and semiconductors were investigated very
extensively during the last three decades, starting from the
paper by Anderson [10]. The main results of these inves-
tigations have been summarized in several review articles
[11-15]. The best developed seems to be the weak local-
ization (WL) theory [11,12], which gives a way to rigor-
ously calculate localization corrections to the conductivity
of disordered metals or degenerate semiconductors in the
limit of &7/ 3 1, where g, is the Fermi energy and 7
is the momentum relaxation time of electrons. These cor-
rections turn out to be strongly dependent on the tem-
perature and magnetic field, and therefore they have been
clearly observed in many experiments (see [15] for a review).
The interaction theory of disordered systems [13, 14], which
accounts for the quantum corrections to conductivity due to
e-¢ interaction, has been developed in the same spirit as
WL. Even though these two theories are constructed as per-
turbation theories, and thus are restricted to relatively small
quantum corrections to conductivity, they explained a great
number of experiments on disordered metals, heavily doped
semiconductors, and amorphous metallic films. One of the
most surprising properties of disordered systems is the effect
of dimensionality in films and wires, and in small metal-
lic particles. The essential point is that disordered systems
are characterized by two characteristic lengths—the electron
mean-free path / and the phase coherence length L, (or the
Thouless length Ly in the interaction theory). The latter
length scale corresponds to the distance at which the elec-
tron preserves its phase coherence, and this scale is associ-
ated with inelastic processes like scattering from phonons.
When the geometrical size of a sample becomes smaller
than L,, its transport properties are drastically changed
since the quantum corrections for systems of different effec-
tive dimensionality are significantly different too. When the
sample size is smaller than L,, the system is called meso-
scopic. The origin of WL corrections to conductivity can be
understood as a quantum effect due to the interference of
electron waves propagating in a disorder potential [15,16].
The quantum interference enhances the probability of an
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electron to return back to the starting point, which results
in a tendency of the electron to localize. The external mag-
netic field and inelastic scattering from phonons suppress
the quantum interference, which effectively decreases the
magnitude of localization corrections. A different response
of WL and e-e interaction to the magnetic field usually
allows us to distinguish between the localization and e~¢
contributions [17]. The relevant theoretical formalism makes
use of diffusons (particle-hole propagator) and cooperons
(particle-particle propagator) [11,12]. They describe prop-
agation in space and time of the electron density and of
the fluctuations of superconductive density, respectively. The
effects of temperature, magnetic field, and spin-orbit (SO)
interaction can be accounted for theoretically by consid-
ering the corresponding influence on the diffusons and
cooperons.

The quantum corrections to conductivity due to WL and
e-e interactions are usually limited to low temperatures.
However, e—e interaction can lead to other phenomena,
which in certain systems also have a significant influence
on electronic transport at high temperatures. An exam-
ple of such systems are tunnel junctions. Broad interest in
magnetic tunnel junctions was initiated by successful appli-
cations of the GMR effect in read/write heads and mag-
netic field sensors [18]. Indeed, an effect qualitatively similar
to GMR was also observed in magnetic tunnel junctions.
Now, the junction resistance varies when the magnetizations
of the ferromagnetic electrodes rotate from an antiparal-
lel to a parallel alignment. The effect is commonly known
as the tunnel magnetoresistance (TMR) effect, and was
first observed in Co/Ge/Fe junctions by Julliere [19). It
results from the spin-dependent electronic band structure
of the ferromagnetic electrodes and spin-dependent tun-
neling rates, The effect occurs not only in simple planar
junctions [20], but also in more complex ones, like double
magnetic junctions with ferromagnetic outer electrodes and
magnetic or nonmagnetic central ones. In the latter case,
the TMR effect in the sequential tunneling regime results
from spin accumulation in the central electrode, which in
turn is a consequence of spin-dependent tunneling rates
across the barriers [21]. However, it also may occur in the
coherent tunneling regime, where an electron is in a coher-
ent state of the whole double-barrier system, and there-
fore is sensitive to the magnetic configuration of the outer
electrodes.

In the case of double-barrier planar junctions, the central
electrode (called also an island in the following) is suffi-
ciently large to neglect the effects due to electrostatic inter-
action of an electron tunneling to this electrode with other
electrons already being there. When the island becomes
small, the electrostatic interaction of the excess electrons
with the other ones may play a crucial role in electronic
transport, leading to Coulomb blockade phenomena [22].
In asymmetric junctions, transport characteristics then form
the well-known Coulomb staircase. Interplay of the charging
phenomena and ferromagnetism of the electrodes [23] are
briefly reviewed too.

The review then summarizes the results of experimen-
tal and theoretical studies of localization in ferromagnets,
magnetic layers, and multilayers, as well as in mesoscopic
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magnetic structures. It also includes recent results on the
e~e correction to conductivity in disordered ferromagnetic
structures, and the results on electrostatic charging effects
in double magnetic junctions.

2. EARLY EXPERIMENTS

The low-temperature anomaly in electrical conductivity of
ferromagnetic metals and thin films was reported in several
experimental works. These works clearly demonstrate that
the localization and interaction corrections to conductivity
occur not only in nonmagnetic systems, but also in ferromag-
nets. However, interpretation of the results was not quite
certain because the corresponding theory was not devel-
oped at that time. Here, we review some of these early
experimental works. Kobayashi et al. [24] studied the tem-
perature and magnetic ficld dependence of the electrical
conductivity of highly resistive thin Ni films (film thickness
of 40 and 60 A). The samples were prepared in the follow-
ing way [25,26]. First, vacuum deposition of ferromagnetic
metal (Ni of an amount which corresponded to 1 nm) onto
quartz substrate was carried out, followed by oxidation at
6.5-107? torr for a few minutes. At the next stage, this pro-
cedure was repeated two times with two more deposited Ni
layers, each oxidized again. The resistance of the samples
was controlled by changing the oxidation time. By analyzing
electron micrographs, it was found that the film consisted
of an ensemble of Ni nanoparticles with diameter of 1 nm
(distribution of the size within 45 A) dispersed on the sub-
strate. The stack of three layers of the particles formed a
well-connected two-dimensional network of particles having
only little overlap in the direction normal to the substrate.
The third layer was covered with 50 nm thick SiO for pro-
tection. Kobayashi et al. [24] observed that the sheet con-
ductivity Aoy =~ [Rp(Ty) — Ra(T)]/RE(T,) (here, Ry(T) is
the sheet resistance) as a function of temperature has the
form oy = 0y + AInT. They also found the parameter A4 to
be close to e*/(27%k), and to be almost independent of the
film thickness below 60 A, Magnetoconductivity was posi-
tive, independent of temperature, and as small as 0.1% at
10 kOe. These results are in agreement with the WL the-
ory in the effectively 2-D case. Some conclusions about the
importance of spin-orbit (SO) interaction in ferromagnets
were also drawn there.

The magnetoresistance (MR) of thin Pd,_,Ni H, films of
thickness 25, 50, and 100 A was measured by Raffy et al.
[27] between 1 and 5 K and in magnetic fields up to 1 T,
With no hydrogen (x = 0) and for y > 0.025, the alloys are
ferromagnetic, and display localization behavior in a zero
magnetic field. Hydrogenation suppresses ferromagnetism in
these materials, and for (x — 1), the ground state is dom-
inated by magnetic fluctuations. It was shown that MR for
25 A Pdy,NigoeH, film could be fitted rather well by the
2-D form

ARy &
R, ~ 2nh

B- aﬂ’(%) (1)
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where Y (x) = In x +(1/2 + 1/x), and #(x) is the digamma
function, which has the property #/(x) =~ In(x) for x > 1
[28]. This is the formula for quantum correction in non-
magnetic metals, where the coefficient 8 is due to the
Maki-Thompson correction [29] and « is due to the WL
corrections, respectively, whereas H, is the phase-breaking
field determined by spin-flip scattering and inclastic pro-
cesses. MR was positive, and therefore accounted for by the
suppression of the antilocalization correction in a magnelic
field. The antilocalization effect was attributed to strong SO
scattering. It should be noted that Pd and Ni alloys are
close to the ferromagnetic transition at low temperalures.
Introducing hydrogen into ferromagnetic Pd turns it into the
paramagnetic state, whereas a relatively small concentration
of Ni atoms leads to the presence of large-moment localized
magnetic impurities or small magnetic clusters. The fact that
the system is close to the phase transition point makes the
interpretation of experimental results much more complex.

The resistivity of thin Fe films (for thickness above 60 A)
grown epitaxially on GaAs was studied by Fuller et al, [30]
and Rubinstein et al. [31]. The iron films were grown on
GaAs substrates by the molecular beam epitaxy (MBE)
method. The substrate face orientation was chosen to be
(110) in order to obtain within the film plane the following
three different crystalline axes: the magnetically easy [001],
hard [111], and intermediate [110] ones. Tt is known that
epitaxial few monolayer Fe fifims can be obtained on MgO
[32] and GaAs substrates [33,34] because the correspond-
ing nearest neighbor distances are close (within less than
1%) to that of bee iron. The deposition of Fe on GaAs is
of special importance because magnetic films deposited on
semiconductors are important for application in spintron-
ics. However, in this particular experiment on weak localiza-
tion phenomena in Fe, specially prepared highly insulating
substrates were used to allow studying transport proper-
ties of the iron films. These specially doped with chromium
(610" atoms - cm™3) and tin (2 - 10" atoms - cm™?) GaAs
substrates remained highly insulating, even when heated to
625 °C in a vacuum for about 30 min. Several samples,
grown with thicknesses from 60 to 200 A, were photolito-
graphically patterned to three conducting stripes, aligned
along one of three different magnetic axes: casy, inter-
mediate, and hard. The temperature dependence shows a
shallow minimum at approximately 15 K, and at lower tem-
peratures, obeyed the log law o = oy + Aln T, with the
coefficient 4 very close to ¢/(272h) [30,31]. It was shown
that the anomalous temperature dependence did not vary
with the current and sample orientation [31]. This tem-
perature dependence was not affected by magnetic fields
up to 600 G. A small negative MR was observed only at
magnetic fields larger than 30 kG. No anomaly in the low-
temperature conductivity was observed for films of thick-
ness larger than 100 A, which excludes the Kondo effect as
a possible explanation of the experimental results. A com-
parison of the temperature dependence of the resistivity
and of the normal Hall effect did not allow to distinguish
between the interaction and WL corrections, mainly because
of the experimental error. Finally, at 4.2 K, the high-fieid
MR appeared to be negative, and varying linearly with the
magnetic field between 30 and 130 kG. This is inconsistent
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with the e—e interaction and WL theories, which predict the
In H and —In H dependence in this regime, respectively.

Aprili et al. [35] measured the low-temperature con-
ductivity of inhomogeneous Ni films near the percolation
threshold. Homogeneous layers of thickness d = 6 nm were
first evaporated using electron guns in ultra high vacuum
(10 torr). Percolating Ni films were prepared by controlled
coalescence due to the annealing of homogeneous films at
temperatures from 500 to 550 °C in ultrapure He vapor.
The annealing process was controlled by resistance mea-
surements, which provided an accurate method for following
the evolution of the inhomogeneous state. Moreover, the
annealing allowed a reduction of the amount of atomic size
effects, leading to relatively large-scale topological disorder
only. The metallic coverage (p) was deduced by analyzing
transmission electron microscopy images after annealing. A
percolation coverage of about p, = 0.56 and a fractal dimen-
sionality d; = 1.8 were found to be in good agreement with
theoretical predictions [35]. Assuming the diffusion coef-
ficient D = 510" m? .s7!, found in Ni-based percola-
tion alloys [27], the authors estimated that, for temperatures
below 30 K, the scale on which the phase coherence is pre-
served, Ly = /Dh/k5T, should become larger than a typi-
cal film thickness, indicating possible two-dimensional quan-
tum transport. Indeed, the log 7' anomaly was found exper-
imentally, which was well fitted with the formula Aoy =
(e*/2m*R)[1 +2(1 - F)]log T — K, T*/dRg, where the first
two terms account for quantum transport (WL contributes
to the coefficient 1 and e-e interaction to the factor 2(1 —
F), F being a screening factor). The second term reflects
ordinary inelastic scattering with X, the coupling coeffi-
cient. It was also observed that the external magnetic field
of 4 T did not affect Aoy(T), indicating that the quantum
correction was mainly due to e-e interaction in 2-D. More-
over, from the log T fit, one can obtain F = 0.55, which was
close to the screening factor of 0.53 estimated theoretically,
For percolating films, the logarithmic slope was found to be
partially suppressed. Moreover, a signature of a modified
dimensionality at T’ < 4 K was reported, reflecting the transi-
tion to the regime, where the phase-coherent scale becomes
close to the percolation length. Magnetoresistivity measure-
ments performed by subtracting data obtained at 20 X (ie.,
in the classical regime) showed that some contribution due
to WL is also present. The dependence of a small additional
(positive) contribution to the conductivity on the external
magnetic field became logarithmic at high fields (above 3 T),
and can be approximated by formula (1).

3. EFFECTS OF MAGNETIC FIELD ON
THE LOCALIZATION CORRECTIONS

An analysis of the localization corrections in ferromagnet-
ically ordered metals or semiconductors was carried out in
[36-38], where the results were also compared to the cor-
responding ones derived for nonmagnetic materials [11, 12].
It was shown that there were two main sources which affect
the localization corrections: the internal induction B and
the magnetization field M. For theoretical analysis [36-38],
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a model described by the following Hamiltonian
274 ; 2

was used, where the vector potential A is related to the mag-
netic induction B by B = rotA, M has the dimensionality of
energy, and o is the vector of Pauli matrices. The first term
in Eq. (2) describes electrons moving in the magnetic field B,
whereas the second one takes into account the Zeeman split-
ting of spin-up and spin-down electron bands. Both factors
in the Hamiltonian affect the localization corrections. It is
known that the first term suppresses the cooperons, whereas
the second one suppresses singlet cooperons and singlet dif-
fusens [11,12]. In good metallic ferromagnets, the magni-
tude of the spin-splitting M related to the second term of
Eq. (2) is of the order of Fermi energy £,. On the other
hand, there is a general condition, £7/% > 1, on which the
WL theory is valid (i.e., when the localization corrections
can be considered as small corrections). Therefore, one can
assume that, in good ferromagnetic metals, the condition
Mt /h > 1 is also fulfilled. It can be shown [37] that when
this condition is fulfilled, the contribution of singlet diffu-
sons and cooperons can be neglected. Bearing this in mind,
one can find the localization corrections to conductivity by
direct generalization of the results derived for nonmagnetic
metals [11,12].

In the three-dimensional case, the localization correction
to the conductivity, which includes only triplet cooperons
and takes into account the magnetic induction B, can be
written in the following form:

e
Ac(B) = Ac(0) — T
S 1

m+1/2+8312 1 12

XE}[(”+1/2+8T)1/2 2(l1+ _}_81)

1
N S
+2(n+8,) +(ﬂ+1/2+5¢)1/2

=2(n+148)+2(n+ 8¢)1/2} 3)

where o (0) does not include the effects due to magnetic
induction, and is given by

e 71 /1 1\
b0 = ¢+ o[ ()
© 4m2h D}r/z Toot  Tot

1 /1 1\
i Cracw BC

with the following notations introduced:

Co__© s—l%<1+1>(5)
= 27l 74D \Fory  Torcw

Here, Dy = vﬁmgﬁw/} are.t}le diffusipn coefﬁcien'ts,
and vp 4, are the Fermi velocities for spin-up and spin-
down electrons. Apart from this, I, = (ch/eB)"? is the mag-
netic length, and / is the electron mean-free path. Spin-orbit
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interaction is included, and is described by the SO relax-
ation time of cooperons 7, 1) and the phase relaxation time
Teryy> Telated to the inelastic scattering of electrons from
phonons. The dependence of 7, on T results in the temper-
ature dependence of conductivity at low 7. Formula (3) was
found by Kawabata’s method [39)], and is limited to weak
magnetic induction, when /, > I. The magnetoresistivity is
found to be negative due to the suppression of the negative
localization correction by magnetic induction B. In the case
of Iy < I, the localization correction vanishes, being com-
pletely suppressed by the magnetic induction. At 6,0, €1
(ie., for low temperatures or strong magnetic induction),
the sum in Eq. (3) is a constant C, = ~0.13 [39], which
leads to the +/B dependence of the localization correction
on B. In the opposite limit of weak magnetic induction, one
has 51’ é . > 1, and the correction is proportional to B2,
The derived formulas describe the dependence on the total
magnetic induction, which in turn depends on the external
magnetic field.

In the effectively 2-D case, the localization correction has
the form

e’ 1 1 1 1 1
Ac(B)=————| [ =+ —— Y=y =
o8 4mih [lll(2 ’ ”’-r"r) ‘//<2+fm”r +Tm”¢)

1 1 1 1 1
+z//<—+———)—-1//(——]—~ + )} (6)
2 T4, 2 Taoydy  Tp

where ay = 4eBDT, /ch. In the limit of B — 0, the local-
ization correction has a form similar to that in the nonmag-
netic case:

&2 1 1 1 1
80(0) = 5= ERE AT B
() 4a2h hl,ﬁ“(ﬁm Tot ) (ﬁot ¥ TN):] ”

In both effective 3-D and effective 2-D cases, the localiza-
tion correction to conductivity is negative, and the magnitude
of this correction decreases with increasing B. The latter
takes into account both the internal magnetic induction and
the effect of the external magnetic field. Thus, the localiza-
tion can be observed only in the case of a weak suppression
of the localization correction by the internal induction.

The key question for quantum corrections is: how long is
the phase coherence length? Tatara and Barbara [40] theo-
retically considered the Aharonov-Bohm effect in a disor-
dered ferromagnetic ring. The Aharonov-Bohm effect is a
macroscopic manifestation of the quantum interference of
electron waves. It shows up as oscillations of electric cur-
rent in a small metallic ring as a function of the exter-
nal magnetic field. In the case of superconductors or pure
nonmagnetic metals, the oscillation factor in the depen-
dence of electric current on the magnetic field is known
to be cos(2¢/by), where ¢ is the magnetic flux penetrat-
ing through the ring, and ¢, = hc/e is the magnetic flux
quantum. The corresponding theory for disordered normal
metals was developed by Altshuler et al. [41], and it was
shown that, in disordered metals, the corresponding fac-
tor should be cos(4m¢/d,) instead of cos(2me/ ). This
is because the cooperon contributing to the current in the
ring carries the double electron charge 2e, and therefore
the effective magnetic quantum is half of the usual value
he/e. The theoretical prediction of [41] was later confirmed
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in experiments with gold rings [42]. Due to the internal
magnetization and internal induction in ferromagnets, the
Aharonov-Bohm effect was shown [40] to be different from
the analogous effect in nonmagnetic disordered metallic
rings. The main difference is related to the influence of mag-
netization on the components of the cooperon. Each spin
component contributes to the Aharonov-Bohm effect, with
a damping factor depending on the scattering of electrons
in each spin channel. Due to the possibility of a large differ-
ence in the mean-free paths of spin-up and spin-down elec-
trons, only electrons of a specific spin orientation contribute
to the effect. Thus, ferromagnetism does not suppress the
Aharonov-Bohm effect, even if the difference in the spin-
up and spin-down relaxation times is large (as, for example,
in Fe).

Aliev et al. [43] measured MR of 17 nm thick Co wires
with a width of 200 nm and a length of 1 wm at temper-
atures from 4 K down to 100 mK, and in magnetic fields
up to 15 T perpendicular to the structure. The polycrys-
talline wire structures were grown at room temperature by
molecular beam epitaxy, followed by electron lithography
patterning. Electric measurements were performed in a dilu-
tion He*-He* refrigerator by using the standard ac bridge
technique (LR700), which assured low dissipation at low
temperatures. The low-temperature resistivity (30 w€ - cm)
confirmed the polycrystalline structure of the sample, and
indicated that the elastic mean-free path was slightly smaller
than the strip cross-section dimensions. Figure 1 presents
the data obtained at 100 mK at different values of electric
currents between 10 and 1 pA, and for magnetic fields well
outside the region where the anisotropic MR (AMR) could
affect the results. One can clearly see reproducible conduc-
tance fluctuations with an amplitude of the order of 0.01e2/A
at the lowest currents and temperatures. Strong suppression
of the resistance fluctuations with the current above 10 A
and temperature T' > 4 K indicates that these anomalies are
not induced by a reproducible rearrangement of the inter-
nal magnetic structure. These conductance fluctuations also
indicate the phase-coherent transport.

122,60+ 1A
T=100mK

122,56 -

R (Q)

122,50 1

-

Figure 1. Reproducible magnetoresistance fluctuations in 17 nm thick
Co line structures with width of 200 nm and length 1 of um observed
at ultralow temperatures (100 mK) at different electric currents from
10to 1 pA.
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Recently, Kasai et al. [44] observed the Aharonov-Bohm
effect in a ferromagnetic permalloy nanoring. The sample
consisted of a nanoscale ring with leads made of permal-
loy (Fe,zNig,) and patterned by using the lift-off technique
and electron-beam lithography. First, a thin photoresist of
100 nm was spin coated onto a thermally oxidized Si sub-
strate. The resist mask was then patterned with a 20 keV
electron beam. After development, permalloy was deposited
by an electron-beam evaporator with 0.5 nm/s. The sample
was then obtained after the resist mask had been lifted off in
solvent. A scanning electron microscope was used to image
and determine the dimensions of the sample. For resistance
measurement, Cu electrodes were attached to the leads. The
distance between the two voltage electrodes was 2.5 um, The
outer and inner diameters were, respectively, equal to 500
and 420 nm, whereas the thickness was 20 nm. The magne-
toresistivity of the ring was measured from 30 mK to 4 K in
a magnetic field perpendicular to the ring plane. For mag-
netic fields large enough to exclude AMR, the authors [44]
observed aperiodic fluctuations and periodic resistance oscil-
lations. The aperiodic fluctuations, similar to those found
for Co line structures [43], have been identified as being
due to the universal conductance fluctuations. By calculating
the power spectrum from the Fourier transform of the MR
data obtained in the range from 3 to 4 T, it was concluded
that the Aharonov-Bohm oscillations had a period AB =
0.0266 T, which was consistent with the estimated range of
0.0209T < AB < 0.02997, given by the inner and outer
diameters of the ring. The oscillation period was found to
be dependent on the magnetic field tilting angle. The ampli-
tude of oscillations was estimated to be about 0.001¢%/k,
which was almost three orders of magnitude smaller than
one might expect for the fully phase-coherent diffusive con-
ductor. The reduced value of the conductance osciilations
was explained by a small (as compared to paramagnetic met-
als) phase-coherence length (500 nm). In ferromagnets, the
phase-coherence length is significantly reduced by spin-flip
scattering,

4. ELECTRON-ELECTRON INTERACTION
IN SPIN QUANTUM WELLS

Contrary to WL, the e~e interaction corrections in ferromag-
nets are not suppressed by the internal magnetic induction.
This is because the interaction corrections are described
mainly by the diffusons, which are not affected by the mag-
netic induction. The main difference between nonmagnetic
and ferromagnetic metals, as concerns the interaction cor-
rections, is the suppression of the contribution due to singlet
diffusons. Thus, taking into account only triplet diffusons,
one finds the following form for the exchange term in the
interaction correction [36, 38]:

e Tr Tr
Ao, = —— -t ild
O 2w2h(vT+v¢)[V71n( : >+V¢In< = )] (8)

where v, |, is the density of states of spin-up (down) elec-
trons at the Fermi level, and T is taken in the energy units.
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The Hartree term in the correction, on the other hand, is
given by the formula

e* TT T
Ao’flﬂf:._m[FT]n(_-hi)-{—Fl lIl("‘#‘)jI (9)

The above expression contains the constants F, and F,
which are determined by the average ratio of the Coulomb
interaction matrix elements with the momentum & to the
matrix element with k& = 0 [13,12]. Here, k is the momen-
tum transferred due to e-e interaction for the electrons at
the Fermi surface. The difference between F, and F, is due
to the different Fermi surfaces of spin-up and spin-down
electrons.

Experimentally, the interaction corrections to the conduc-
tivity were observed by Aliev et al. [45] in Co/(Cr/Ag)/Co
multilayers. The multilayers were prepared on MgO(100)
substrates in a molecular beam epitaxy (MBE) deposition
system using electron-beam guns and a mass spectrome-
ter control system to stabilize the growth rate. In order
to vary the thickness systematically, the Cr and Ag films
were grown in a wedge shape. Then the system was cut
into long stripes. The following multilayer composition was
studied: cOgts A)/Cr(0-15 A)/Ag(0-20 A)/Co(45 A), cov-
ered by 20 A of Ag as a protection layer. The sample sur-
face and structure were studied in detail by atomic force
microscopy (AFM), X-ray diffraction (XRD), and magnetic
force microscopy (MFM) [45]. The AFM measurements on
the thinnest part of the wedge gave an rms roughness of
0.4 nm over a 2.5 - 2.5 pm? area, while for the thickest part
of the wedge, an rms roughness of 1.5 nm was obtained for
the same area, The average grain diameter observed using
AFM images was 50 nm. Low-angle specular XRD spectra
clearly showed a series of well-defined finite-size oscillations,
again an indication of low film roughness. The temperature
dependence of conductivity at 7' < 20 K shows the logarith-
mic dependence on T, fitted by the formula p = Alog T +
C (see Fig. 2). Possible reasons for the observed logarith-
mic increase of the resistivity at low temperatures could be:
(1) the Kondo effect, (2) WL effects, (3) disorder-enhanced
two-dimensional e-e interactions, or (4) the interaction of
conduction electrons with two-level systems. The first two
effects are sensitive to low magnetic fields, and give rise
to negative MR. They can be distinguished from the other
interactions by applying a sufficiently strong magnetic field.
The estimated upper limit for the Kondo temperature was
Ty =7 K, defined as the middle point of the temperature
interval, where the resistivity grows logarithmically, There-
fore, for the usual Kondo effect, the temperature depen-
dence of the resistivity should be substantially changed by
the field H = 110 kG. Characteristic fields which suppress
WL effects are usually lower than 1 kG. However, it was
found [45] that even the magnetic field of 110 kG had almost
no influence on the logarithmic slope. The lack of satura-
tion of the resistivity down to ultralow temperatures, both
for H =0 and in the magnetic field of 110 kG, implies that
the logarithmic term in the resistivity is likely due to the 2-D
type e—e interactions in the presence of disorder. However,
the experimental data [45] do not allow to exclude some
additional contribution to the resistivity due to scattering on
two-level systems. The indication of such a possibility comes
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Figure 2. Logarithmic dependence of resistivity at T <20 K (p =4 -
log 7 + C) for two Co (45 A)/(Cr/Ag)/Co (45 A) trilayers with different
thicknesses of Ci/Ag spacer. Inset shows plot (—A/C) as a function of
the Cr/Ag spacer thickness.

from the deviation from the log-T behavior in the resistivity
at ultralow temperatures [46].

The thickness dependence of the observed normalized
logarithmic term in the resistivity, A4/C, was found to be
rather unusual (see the inset in Fig. 2). For the elastic scat-
tering times 107°-10""* s within an accuracy of 0.01, the
ratio 4/C in the log-T fit is proportional to the product of
the e—e interaction coefficient F and the residual resistiv-
ity [45]. For all studied strips, the coefficient F turned out
to be strongly dependent on the thickness L of the (Cr/Ag)
spacer layer. At some values of L, however, resonance-like
peaks of F were obscrved. An explanation of this intrigu-
ing observation, given by Aliev et al. [45], was related to a
change of disorder at the Cr/Ag interface with increasing
thickness of the Cr/Ag spacer. The observed periodicity of
5 A indeed corresponds roughly to 2.1 A for Cr and 2.9 A
for Ag. An atomic monolayer of Cr in the preferential (110)
direction is around 2.04 A thick, which is in good agree-
ment with the 2.1 A estimated above. It is worth noting that
interface-morphology-induced oscillations with a one mono-
layer periodicity also were observed in the magnetic proper-
ties and in the in-plane lattice spacing of cobalt [47-49] and
gold ultrathin films [50].

Another possible explanation of this phenomenon is
based on the screening effects in spin-separated quantum
wells created by the multilayer structure [36]. In a simplified
model, one may assume two different quantum wells, respec-
tively for spin-up and spin-down electrons. Correspondingly,
there are two different spin channels for the localization
corrections. The coupling constant of e-e interaction is also
associated with each of the spin channels. However, the
screening of e—e interaction may include electrons with both
spin orientations, provided that the corresponding matrix
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elements obey certain selection rules. The resonance effect
occurs when the ratio of the spin-up and spin-down quan-
tum well widths is an integer. Physically, this corresponds to
a commensurability of the wavefunctions of electrons with
different spin orientations.

5. ROLE OF SPIN-ORBIT INTERACTION

The SO interaction plays an important role in the localiza-
tion phenomena. It is well known that, in nonmagnetic met-
als, the presence of SO interaction can change the sign of
the localization correction. As a result, the low-temperature
conductivity of metals with strong SO interactions increases
with decreasing temperature, what is known as the weak
antilocalization effect. The change of the sign of localiza-
tion correction is associated with the suppression of triplet
cooperons by the SO interaction. In nonmagnetic metals,
there are contributions from singlet and triplet cooperons,
which have different signs and which enter with coefficients
reflecting the multiplicity of the corresponding states: +1
for the singlet and —3 for the triplet [13,12]. Without SO
interaction, this results in a negative correction since each
component of the triplet gives the same contribution as
one component of the singlet. By switching on a sufficiently
strong SO interaction, one suppresses the triplet cooperon,
and only the singlet cooperon is then relevant. This results
in the sign reversal of the localization correction,

The situation is different in ferromagnetic metals, where
the relatively strong internal magnetization completely
excludes the singlet cooperons. Thus, the localization correc-
tion is negative, that is, there is no weak antilocalization. On
the other hand, the SO interaction affects the triplet cooper-
ons, decreasing the localization correction, making it smaller
than in nonmagnetic metals. That is why the SO interac-
tion is of main importance for the localization corrections
in ferromagnets.

The SO interaction occurs as a relativistic effect in elec-
tron scattering from impurities and defects. It also occurs
as the Rashba terms due to the interfaces {51], and the
Dresselhaus terms [52] due to the higher order &k terms
in the electron Hamiltonian. The effects of SO interaction
on the cooperons, related to the scattering from impurities
and to the Rashba terms, have been studied theoretically in
the case of bulk and effectively 2-D ferromagnets [37]. The
most important result is that the SO interaction entering the
cooperons turns out to be strongly dependent on the orien-
tation of magnetization vector M in 2-D structures. More
precisely, the inverse SO relaxation time 7' vanishes when
the magnetization is in the plane of the layers.

It is worth noting that the SO interaction should be even
more pronounced in the case of multilayered structures than
in single films. As we pointed out before, the potential steps
at the interfaces in combination with the relativistic terms
in the Hamiltonian may produce strong SO scattering. The
corresponding theory for the interface SO interaction was
proposed by Bychkov and Rashba [51]. In the case of Fe/Cr
multilayers, the potential steps are about 2.5 eV for the
majority of electrons, and one can expect a significant SO
scattering from the interface.




594

6. LOCALIZATION CORRECTIONS
TO THE ANOMALOUS HALL EFFECT

Theoretical and experimental investigation of the anomalous
(or extraordinary) Hall effect (AHE) in ferromagnets has
a long history [53]. Recently, this effect has attracted much
interest because it can be used to determine the magni-
tude and orientation of the magnetization in some magnetic
materials, structures, and devices. AHE can be measured
as a Hall voltage induced by an electric current flowing in
the direction perpendicular to the magnetization M. In con-
trast to the usual Hall effect, AHE does not require any
external magnetic field. Two different mechanisms leading
to AHE have been studied thoroughly: the so-called side-
Jump and skew-scattering mechanisms. They both essentially
involve the SO interaction. The physical reason for AHE is
a spin-dependent lateral displacement of the electron wave
packet during the scattering from impurity (side jump) and a
spin-dependent anisotropy of the scattering amplitude (skew
scattering) [54].

The calculation of the off-diagonal conductivity o, ina
ferromagnet can be performed using the diagram technique.
Considering a loop diagram with the SO correction to the
vertex part (this is the side-jump mechanism), Crépieux and
Bruno [54] found the following formula for Tyt

N etAl
ol = ~—6—9~(1J¢/c,,¢v,~,l — vikpyUpy) (10)
where &z y, Vg, ,, and v, | are the electron momentum,
electron velocity, and the density of states for spin-up and
spin-down electrons at the Fermi surfaces. The constant
Ay measures the strength of the SO interaction. It has the
dimensionality of length, and for nonrelativistic electrons in
vacuum, Ay = A./27, where A, = 27h/myc is the Compton
wavelength of electrons and my is the free electron mass.
The magnitude of A, in crystals is changed due to crystalline
fields.

Within the skew-scattering mechanism, one takes into
account the loop diagrams with the third-order corrections
due to scattering from impurities, keeping the first order in
SO interaction [54]. The result of relevant calculation is

(s5) __ 7T<V3>A5a8
)

where o, , , are the diagonal conductivities in the spin-
up and spin-down channels, and g, is the lattice parameter.
Here, V' measures the amplitude of disorder, and the angle
brackets mean averaging over disorder. The dimensionless
ratio (F3)/(V2)3* depends only on the distribution P(V)
of the random field V/(r), whereas va3(V*)'/? characterizes
the relative strength of the potential.

Localization correction to the anomalous Hall effect has
been studied experimentally on several amorphous ferro-
magnetic Fe films with thickness from two to ten atomic
layers [55]. The films were prepared in-situ by quenched con-
densation onto a crystalline quartz substrate held at helinm
temperature in a vacuum better than 10" torr. Homoge-
neous amorphous iron films of less than two monolayers
thickness could be obtained by this method if they were
deposited on an insulating Sb buffer layer with a thickness of

[(rxx, J,ki‘l, Vy — gy, Tki‘TVT] (1])
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ten monolayers. An additional indication on the amorphous
structure of the films was the resistively detected irreversible
transformation to the crystalline state for films of thickness
of more than 18 monolayers, when they were heated to
above 40 K. Details of the sample preparation are described
in [56]. It has been found [55] that the quantum correc-
tion to the off-diagonal (Hall) conductance Ac,, is negligibly
small in the low-temperature region, in which the correction
to the conductance Ag,, ~ log T is clearly seen. In other
words, the quantum corrections due to localization and e-e
interaction to the off-diagonal conductance vanish in ferro-
magnetic films. This result is in contrast to what is known of
the localization corrections to the usual Hall effect [11,12],
for which the localization correction to the off-diagonal con-
ductance is nonzero, and this exactly compensates the effect
of localization correction in diagonal conductance for the
Hall constant. As a result, the localization correction to the
Hall constant is exactly zero, but the correction to o, is
not zero, The theoretical analysis for ferromagnets has been
done in [57-60]. It was shown that the results are different
for different mechanisms of AHE. Namely, the localization
correction to gy, is nonzero for the skew scattering [57, 58],
but it vanishes for the side-jump mechanism [58]. In the
latter case, exact cancellation of the contributions from dif-
ferent diagrams takes place. In addition, the exchange inter-
action correction for the skew-scattering mechanism was
shown to vanish too [57]. Thus, the experiment of Bergmann
and Ye [55] can be interpreted either as the localization cor-
rection strongly suppressed by the SO interaction within the
skew scattering [57], or as the localization correction within
the side-jump mechanism [58]. The latter interpretation is
better justified for an alloy-like type of disorder described
by the Gaussian distribution of random fields. Such a type
of disorder (alloys, amorphous systems) is in contrast to the
impurity disorder (doped semiconductors).

7. INTERPLAY BETWEEN LOCALIZATION
AND BAND MAGNETISM

The above discussion of the WL and e~e interaction correc-
tions to conductivity applies to systems far from the critical
point of ferromagnetic transition, where the magnetic fluctu-
ations are very weak. An important issue is the influence of
localization on the magnetic ordering in itinerant ferromag-
nets. This effect should be of key importance near the criti-
cal point, where the magnetic fluctuations are affected by the
localization effects. In other words, magnetic fluctnations,
cooperons, and diffusons should be considered at the same
footing. This problem was studied in [61, 62]. Fukuyama [61]
considered a ferromagnet in the framework of the Hubbard
model and in the presence of random short-range impuri-
ties, He found that the Curie temperature 7, depends sub-
stantially on the disorder which leads to an increase in 7.
The reason for this is that the Coulomb interaction lead-
ing to ferromagnetism is effectively enhanced due the to the
diffusive motion of electrons.

A similar model, with two coupling constants describing
the Hubbard interaction in a disordered electron system,
was studied by Singh and Fradkin [62]. They found that the
effect of enhancement of the e-e interaction by the localiza-
tion can be so strong that the electrons can be localized, and
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fl[ the same time, the ferromagnetic ordering can persist.
.l"hc :1ullu3r§ called Su'ch a system the ferromagnetic Anderson
IN.\‘H[(IIUI". Il}c other important aspect of the self-consistent
caleulation in their work was no suppression of the singlet
couperon 'hy the spontancous magnetization. This resulted
from an interplay of different types of fuctuations in the
vicinity of the magnetic phase transition point.

R.ccc'mly, l"(im and Millis [63] predicted a singular renor-
n}z}hmlum of the amplitude of backscattering from impu-
ritics, When the correlation length near the ferromagnetic
magnetic quantum critical point exceeds the mean-free path.
In other words, long wavelength fluctuations may dramati-
cally increase the backscattering by spinless impurities. This
effect leads to an enhancement of the Altshuler~Aronov cor-
rection lu‘cunductivity from log(1/T) to log*(1/T). Besides,
peealiar Fricdel oscillations in the electron density near
the impurities should oceur for a magnetic-field-induced
quantum-phase transition. Due to 4 nonzero magnetic field,
the spin-up and spin-down Fermi surfaces are character-
ized by different wavevectors. Accordingly, two superim-
posed oscillations in the clectron density may be expected
near any impurity.

On the experimental side, localization effects due to
the magnetically tuned quantum-phase transition were
observed in synthetie antiferromagnet (Fe/Cr) [64] and natu-
ral quasi two-dimensional metal 8r;Ru,0, [65]. The ruthen-
ate StyRuy 0, is the 71 = 2 member of the series of layered
perovskites St Ru,, Oy,,,. The end members of the series
are the pseudocubic and itinerant ferromagnet SrRuO,
(1 == ) [66] and the strongly two-dimensional unconven-
tional superconductor Sr,RuQ, [67]. The high-quality sin-
ple crystals were grown using methods described in [68].
It was found that critical fluctuations near the metamagnetic
phase transition in quasi two-dimensional metal SryRu,0;,
strongly enhance the residual resistivity p,, as the tempera-
ture i lowered below a few kelvin [65]. The low-temperature
resistivity, however, varies as p = p + AT, with @ =~ 1.
Similar conclusions have been drawn from the study of the
magnetic-ficld-tuned quantum-phase transition in antiferro-
magnetically coupled Fe/Cr multilayers (see the next section
and [04] for details of the sample growth and characteri-
zalion). The difference is that, in the latter case, the maxi-
mum in the residual resistivity is overshadowed by a strong
magnetic-field-dependent resistance, that is, by the GMR
effect.

8. LOCALIZATION CORRECTIONS
ASSOCIATED WITH DOMAIN WALLS

It has been known for a long time that magnetic domain
walls (DWs) contribute to MR (DWMR). Electron trans-
port through a narrow DW is predominantly ballistic [69],
whercas for thick D'Ws it is rather diffusive. In the latter
case, the quantum corrections due to WL and e-e inter-
action in the presence of disorder can also play a signif-
icant role, leading to interesting MR phenomena [70—”_/2].
Recent interest in the DW contribution to resistivity is stim-
ulated by intriguing physics which underl_ies'the DWMR
effect [73-77], and also by possible applications. Indeed,
DWs can have a significant influence on the electrical noise
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and operation of magnetoelectronic devices [78]. Although
the number of DWs was controlled and directly observed,
for example, in Fe [77] and Co films [75] at room tempera-
ture, wpere DW formation is relatively well understood, no
clear picture emerged which could allow an understanding
of' the results. AMR dominates the low-field MR, and com-
pllgatfas the extraction of the true DW contribution to the
re§1st1vit)/ [79]. In order to minimize the AMR contribution,
thin films with reduced magnetization and special DW con-
figurations have been studied [80].

The localization corrections in the presence of DWs are
affected by a specific perturbation, which can be described
as an effective gauge field arising in the vicinity of DWs,
This problem has been studied theoretically in several works
[70-72]. Tatara and Fukuyama [70] showed that, using a
local spin transformation, the problem of a smooth DW
with a spatially varying magnetization M(z) can be consid-
ered as a problem with constant magnetization, but with
an additional spin-dependent gauge field. The effect of the
gauge field on the cooperon is similar to that of the vec-
tor potential associated with a magnetic field, that is, the
gauge field suppresses the cooperons. Thus, DWs cause sup-
pression of the localization corrections, which leads to an
increase in the conductivity in the presence of DWs. When
the external magnetic field removes DWs, then the con-
ductivity decreases, giving rise to positive magnetoresistiv-
ity. This effect should be observed in the low-temperature
region, where the localization corrections are not negligi-
ble. Recently, Jonkers [81] predicted that, for a 2-D ferro-
magnetic wire with impurity scattering independent of the
spin orientation, the suppression of WL by DWs increases
with increasing impurity concentration and decreases with
increasing width of the wall.

The theory described above [70,71] was revised and fur-
ther developed by Lyanda-Geller et al. [72]. They showed
that, actually, the gauge field does not equivalently suppress
all of the cooperon components. Strictly speaking, some
components can be unaffected by this field, which means
that the effect is smalfer than that predicted in [70,71}.

One of the ways to quantify the effect of the domain
walls on resistance of ferromagnetic films is to pattern high-
quality thin (100 nm thick) epitaxially grown (110) oriented
bee Fe films [77]. These films, grown on sapphire substrates
[82], display a large in-plane uniaxial magnetocrystalline
anisotropy, with the easy axis parallel to the [001] direction.
The films were patterned using projection optical lithog-
raphy and ion milling to produce micron scale wires ori-
ented perpendicular to the magnetic easy axis. The residual
resistivity ratio of 30 and low residual resistance indica{e
the high crystalline quality of these films. The competi-
tion among magnetocrystalline, exchange, and magnetostatic
interactions results in a pattern of regularly spaced stripe
domains perpendicular to the wire axis. Variation of the
wire width changes the ratio of these energies, and hence
the domain size. The magnetic domain configurations were
strongly affected by the magnetic history of the samp!es.
Before imaging, the wires were magnetized to saturation
with a magnetic field transverse or longitudinal to.the wire
axis. In the transverse case, the mean stripe domain length
was 1.6 mm—much larger than in the longitudinal case,
where it was 0.4 mm. The negative DW contribution to the




596

resistivity, which was extracted from the low-field MR of
these epitaxial Fe films after taking into account the AMR
contribution, was explained [77] as a possible indication for
the localization corrections in the presence of DWs. How-
ever, the fact that the WL effect survived at elevated (77 K)
temperatures is rather against such an explanation. A nega-
tive contribution to resistivity due to DWs was also reported
by Hong and Giordano [83] in Ni wires at T < 20 K. Very
narrow strips were patterned from Ni films evaporated onto
glass substrates. The patterning was accomplished using a
step-edge method [84], with typical thicknesses and widths
of 200-400 A, and sample lengths of 10 um - km. The elas-
tic mean-free path, estimated from low-temperature resistiv-
ity (1020 ) - cm) was comparable to, or slightly smaller
than, the strip cross section. Further experimental details
are given in [85]. These experiments [83], however, did not
study the temperature dependence of the effect, and con-
sidered AMR as an alternative origin of the observation.
In the following, we review recent experimental results on
the localization corrections in antiferromagnetically coupled
Fe/Cr multilayer structures in the presence of DWs [86, 87].

Antiferromagnetically (AF) coupled magnetic multilayers
(MMLs) are systems of reduced magnetization, and there-
fore have strongly suppressed AMR. Weak pinning of DWs
at high temperatures is expected to suppress the DWMR.
For a fixed magnetic field, DWMR should occur at suf-
ficiently low temperatures, where DWs become strongly
pinned and their configuration is not affected by thermal
fluctuations or electrical current. The GMR effect (see
Section 1) in this system is dominated by realignment of
the magnetization direction in adjacent magnetic layers [88].
The presence of DWs should result in a small additional in-
plane MR [89]. While the GMR effect is known to saturate
at low temperatures [90], the temperature dependence of
DWMR is still a matter of controversy.

Epitaxial [Fe/Cr];, multilayers with ten bilayers were pre-
pared in an MBE system on MgO (100)-oriented substrates
held at 50 °C and covered by a 12 A thick Cr seed layer.
In-situ high-energy electron diffraction and ex-situ X-ray
diffraction measurements were used to control the structural
quality of the multilayers. The thickness of the Cr layers
was typically 12-13 A, which corresponds to the first anti-
ferromagnetic peak in the interlayer exchange coupling for
the Fe/Cr system [91], and gives rise to maximum GMR,
which is about 20% at 300 K and 100% at 4.2 K. The anti-
ferromagnetic fraction exceeds 80%, and the bilinear AF
coupling dominates the biquadratic exchange coupling [92].
A detailed description of the sample preparation and struc-
tural characterization is given in [93].

Typical magnetic images at T = 4.2 K and room temper-
ature [86,87] reveal different irregularly shaped domains of
micrometer size (which is a characteristic feature of strong
AF coupling [88,94]). The susceptibility data point toward
a weak pinning of the DWs at room temperature and a
strong pinning at low temperatures [87]. Figure 3a shows
the temperature dependence of the electrical resistivity p for
an [Fe(12 A )/Cr],y MML and for different magnetic fields
(IH| <300 Oe). The magnetic field was applied in the plane
of the film and parallel to the current flowing along the
(110) axis. For |H| > 100 Oe, the p(T) dependence reveals a
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Figure 3, (a) Temperature dependence of the resistivity for
[Fe (12 A)/Cr],, multilayer in different magnetic fields. Both the field
and the current are along the (110) axis. (b) Temperature dependence
of the DW contribution to the resistivity. ppy = p(T, H) — p(T, Hy)
determined from the data shown in (a) for H = 0 and 200 Oe and
Hg = =300 Oe. The solid lines correspond to the fits which are
described in the text. Vertical bar indicates maximum influence which
could cause the GMR effect as on the estimated DW contribution,

metallic behavior, while for |H| < 100 Oe, there is a shallow
minimum in the p(T) curves.

In order to separate the DW contribution to magne-
toresistivity from the GMR effect, the authors of [87] esti-
mated the DW resistivity as ppy = p(T', H) — p(T', Hy), with
|Hg| < 300 Oe. Although this method may underestimate
the magnetoresistivity due to DWs, because some of the
domains may not be removed by the applied field Hj, it pro-
vides a possibility to determine the temperature dependence
of the DW magnetoresistivity. Figure 3b shows ppw (T, H)
between 1.9 and 50 K for two magnetic fields (0 and
—~200 Oe) and zero field when Hg = —300 Oe. In contrast
to GMR, the DW magnetoresistivity is strongly temperature
dependent at low temperatures, with no sign of saturation.
The vertical bar indicates maximum influence, which could
be caused by the GMR effect. This estimation was obtained
from the temperature dependence of the magnetoresistiv-
ity measured for two different magnetic fields sufficiently
large to remove all DWs. It is known from other measure-
ments that, for Fe/Cr epitaxial multilayers, the GMR effect
is weakly temperature dependent below 50 K; it saturates
as T2, and changes less than 7% [64]. The authors of [86, 87]
also demonstrated that neither AMR (which depends on the
relative orientation of the magnetization and the current I)
nor the ordinary magnetoresistivity caused by the Lorentz
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force (which depends on the relative orientation of I and
the magnetic induction B) contributes to ppy.

The ballistic approach to electron transport through DWs
[69] requires that the mean-free path / in the epitaxial lay-
ers excecds the DW width D, with 20 < D < 200 nm for
Fe/Cr/Fe trilayers [95]. Therefore, the condition for ballis-
tic transport may only be fulfilled at sufficiently low tem-
peratures [93]. Although nonballistic effects have not yet
been incorporated into the theory [69], it is clear that
they cannot account for the strong variation of ppy, down
to 1.9 K because the mean-free path is expected to sat-
urate at low temperatures. Moreover, the strong pinning
of DWs at low temperatures [87] implies that a distor-
tion of the current lines by domain walls [73] or a change
of the DW configuration cannot account for the observed
strongly temperature-dependent low-field contribution to
MR in antiferromagnetically coupled magnetic multilayers,

In order to explain the strong variation of the DW mag-
netoresistivity at low temperatures, one has to go beyond
the classical approach [69]. A certain possibility is to link the
observed phenomena either to standard, disorder-related,
WL effects or to scattering by isolated spins. Experimental
results [86,87] are in conflict with both scenarios because
the resistivity corrections with and without a magnetic field
are different when a magnetic field is applied along the hard
or easy axis. We note that both [70,71] and [72] theoretical
works predicted a destruction of WL by DWs, although the
details of the destruction mechanism are different. Direct
application of these models results in a sign of the DW mag-
netoresistivity, which is opposite that observed experimen-
tally. However, the sign of the localization correction may
be reversed due to strong spin-orbit scattering (antilocal-
ization) [96]. The suppression of WL corrections by DWs,
predicted in [70-72], is related to the associated effective
gauge potential. In contrast to the electromagnetic vector
potential corresponding to an external magnetic field, the
gauge field depends on the electron spin giving rise to a dif-
ferent influence of DWs on the different components of the
cooperon [72].

Measurements of Aliev et al. [86,87] are consistent with
the antilocalization effect in the absence of DWs (H >
300 Oe) and its suppression in the presence of DWs
(H =0). It is quite natural to assume the presence of a
strong SO scattering in the vicinity of the interfaces of
MMLs (Rashba term [97]). In the case of strong SO scatter-
ing, MR is caused by the destruction of the singlet cooperon
by the gauge field associated with DWs.

When ! « D, the system can be characterized in terms of
the local conductivity, which is defined as an average over
distances larger than /, but smaller than D, The localiza-
tion correction for a particular DW is then determined by
smaller diffusive trajectories with size L < D, as well as by
large trajectories D < L < L. The localization corrections
associated with the small trajectories are suppressed by the
gauge field since they are located within the DW. The con-
tribution of large trajectories to localization is small, and for
strong SO scattering, the local conductivity within a DW is

e 1 1 1\
~ — =+ = 12
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where Lpy, is the characteristic length which is determined

by the influence of the gauge potential A. Its magnitude can

be estimated as 4 ~ 1/D, and consequently, Lyy ~ D.
Since the antilocalization correction without DW is

et /1 1

one can estimate the difference in magnetoresistivity due to
the DWs as

(G
Opy ~ O X —eee | | =+ — | = 5 (14)
oW 42k |\ Ldy = L2 L,

The most important feature of this evaluation of the antilo-
calization effects is the fact that the correction to the local
conductivity is determined by the gauge field inside DWs. 1t
the current crosses a particular DW, the correction to the
local conductivity, calculated for a narrow region inside the
wall, shows up in the sample resistance.

One can also estimate the influence of an external mag-
netic field of 300 Oe and of the internal magnetization on
the localization corrections. These effects are small when
the magnetic length /; = \/hic/(eH) > I. For H = 300 Oc,
Iy =~ 1.4-107° cm. Assuming the internal magnetic induction
B =2T (atypical value for Fe), we obtain the corresponding
length /;; >~ 1.8 x 1078 cm. On the other hand, the mean-free
path =~ 107 cm. Thus, both the external magnetic field and
the magnetization are rather unable to effectively suppress
the antilocalization corrections in these structures.

It is possible to fit the data [86,87] to Eq. (14) by assum-
ing that Lpy is independent of temperature, and that the
phase-breaking length L, varies with temperature according
to a power law L, o T-%% [12]. On the other hand, one
has to introduce an additional (constant) shift of the data
which takes into account the change of the resistance due
to the variation of the angle between magnetic layers. It is
important to note that the three different fits presented in
Figure 3b correspond to the same fitting parameters, except
for the parameter which describes the magnetic contrast
(Lpw). It is found that the effective DW width Ly, becomes
about 2.5 times larger when the magnetic field is increased
from 0 to 200 Oe. Thus, the detailed analysis shows that
the experiments [86,87] can be explained in terms of the
suppression of antilocalization corrections by DWs.

As already mentioned, the dephasing effect may be
induced, not only by the DWs, but also by the boundary
magnetic field when a nonmagnetic conductor is sandwiched
between two ferromagnetic layers. Tatara and Fukuyama
[98] also found that spin mixing induced by SO interaction
may suppress the antilocalization effect. This suppression is
especially enhanced when the magnetizations of two layers
are parallel.

9. LOCALIZATION CORRECTIONS
TO MAGNETIC INTERACTIONS
IN MULTILAYERS
The problem of magnetic interactions in magnetic multi-

layer structures is of high importance from the application
point of view. It is closely related to the possibility of an
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effective control of magnetization by an external magnetic
field. Such a control is essentjal for the magnetoelectronic-
device-based GMR effect [1,2]. During the last decade,
the interlayer exchange coupling has been the subject of
intensive study, both experimentally [3,4,99] and theoret-
ically [100-104]. The main physics of the coupling is now
well understood, and many experimental observations have
been successfully explained by the existing theoretical mod-
els. There are several excellent review articles on the phe-
nomenon [105-108].

The starting point of the analysis of magnetic coupling
in the multilayer structures is the RKKY mechanism of
exchange interaction between magnetic impurities in met-
als [109-111]. The indirect exchange interaction is medi-
ated by itinerant electrons, which transfer the information
about spin polarization from a particular impurity to another
one. The key point of the RKKY mechanism is magnetic
polarization of the electron gas by an impurity, Such a
cloud of polarization couples to the spin of the other impu-
rity. The effective exchange parameter varies with the dis-
tance R between magnetic impurities, and is proportional to
cos(2kzR)/R?, where kp is the Fermi momentum of elec-
trons in metal. Thus, the RKKY interaction changes sign
with increasing R, and the corresponding oscillation period
is m/kp.

In contrast to the RKKY interaction between magnetic
impurities, the magnetic interlayer coupling involves a col-
lective interaction of a distributed magnetization within the
magnetic layers. This makes the problem more compiex for
theoretical analysis because the application of perturbative
methods is not well justified in this case. It also should be
noted that both the homogeneity of the magnetization in the
film plane and the finite layer thickness are of importance.
This was shown in a number of works accounting for the
oscillatory dependence of magnetic coupling on the layer
thickness. The interlayer coupling generally depends on the
spacer thickness as J = ¥, 4, sin(k,R)/R?, where the index
o distinguishes different oscillatory components [108].

It turns out that the above-mentioned difference in the
magnetic coupling between impurities and magnetic lay-
ers is crucial for the localization effects in the magnetic
interaction. The problem concerns a range of the exchange
interaction related to disorder. It was suggested in the
past by de Gennes [112] that an inevitable disorder should
impose a damping factor exp(—R/!) on the exchange inter-
action between magnetic impurities, where [ is the mean-
free path of electrons in metal. However, a careful analysis
of the interaction between magnetic impurities in disordered
metals shows [113-115] that the exponential factor should
be dropped in many cases. Namely, the result essentially
depends on what physical quantity, determined by the inter-
action, is under averaging over possible realizations of the
disorder.

Such a dependence is a manifestation of a nonself-
averaging property of some physical quantities in the theory
of disordered systems. A general rule is that we should aver-
age a physically observable quantity such as, for example,
the magnitude of electric current (in many cases, it is the
same as the averaging conductivity), depending on a specific
realization of disorder. Correspondingly, to find the critical
temperature T, of a spin glass transition in a metallic system
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with magnetic impurities, we should average the expression
for the transition temperature, which contains J2. The main
result of [113,114] is that, without averaging over disorder
(i.e., for any specific realization of disorder), the coupling
between magnetic impurities does not contain any damping
factor at all. Moreover, the averaged quantity (J2) does not
contain it either. The reason is that there is an exact com-
pensation of the impurity contributions in diagrams describ~
ing the second power of coupling J.

However, the same approach to the theory of interlayer
coupling [116] in magnetic structures with a disorder pro-
duced by nonmagnetic impurities and/or interface roughness
shows that the effective interaction gains a damping factor
exp(—R/a). However, the value of the interaction range «
is not equal to /, and it can be considerably longer than the
mean-free path of electrons in the spacer. In particular, the
interfacial roughness does not change the damping factor,
whereas it affects the electron mean-free path /. The non-
vanishing damping factor in the interlayer coupling shows
the self-averaging character of the magnetic interaction in
magnetic structures, in contrast to the interaction between
ions [116].

10. LOCALIZATION CORRECTIONS
TO SPIN CONDUCTIVITY

The investigation of the transport properties of magnetic
systems quite naturally invokes the problem of spin currents
induced by some external fields (for instance, an electric
field or the gradient of a magnetic field). A general the-
ory of the spin-current response to external perturbations
has been developed by Levy [117]. This approach distin-
guishes between the charge and spin currents, even though
there is no real separation of spin and charge (both are
related to the same particle). Nevertheless, in many cases,
such an approach is better justified than the assumption of
separated spin channels. In particular, the approach is jus-
tified for systems with large spin—orbit coupling, where a
strong mixing of spin channels takes place, or for systems
with strong Coulomb interaction which acts differently on
the total charge and on the total spin (exchange interac-
tion). The importance of the separation of charge and spin
currents is also related to the conservation laws; there is a
rigorous conservation law only for the total charge.

In the case of small perturbations, the corresponding lin-
ear response theory for the spin current can be easily devel-
oped. Such a linear response is described in terms of the
spin conductivity., It can be shown that the spin conductivity
and the spin diffusion coefficient obey Einstein’s relation.
The separation of spin and charge currents also allows us
to separately study the localization effects on the spin and
charge conductivities. Here, the spin conductivity is consid-
ered as a linear response of the system to an electric field.
Physically, a nonvanishing spin current is possible in systems
with some asymmetry in the transport properties of spin-up
and spin-down electrons. The electric current in ferromag-
nets is usually associated with both the charge transfer and
spin transfer.

The quantum corrections to spin conductivity can be
derived using the same methods as in the case of correc-
tions to charge conductivity. The localization correction to
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the spin conductivity was analyzed in [118, 119], where it was
shown that the correction vanishes in the absence of SO
interaction. However, even if the SO interaction is present,
the correction is rather smatl, which is due to cancellation of
the contributions to spin conductivity from the spin-up and
spin-down channels. It should be noted that this result is
applicable to the disorder associated with localized impurity
scatterers.

In the 3-D case (bulk ferromagnet), the correction to the
spin conductivity has the following form:

r 1/2
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whereas in the effectively 2-D case, one finds
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win = T4k | D, (Fa 4 o

The main contributions to the correction, originating from
the shortest time 7,, are exactly canceled. Thus, the cor-
rection to the spin conductivity is determined by the SO
relaxation time and the phase relaxation rate.

11. LOCALIZATION EFFECTS IN
LOW-CARRIER-DENSITY MAGNETS

The quantum corrections to low-temperature resistiv-
ity have been studied recently in perovskite-type man-
ganites La,_ Pb,MnO, [120] and bilayer manganites
La, ,Sr, {Mn,0, [121]. The interest in these compounds is
mostly related to the colossal MR (CMR), which is usually
attributed to the magnetic-field-controlled scattering from
localized magnetic moments. The physics of manganites is
very interesting and complex because of the interplay of
magnetic effects, disorder, and strong electron—electron cor-
relations leading to Mott-type phase transitions. This results
in a complex character of the temperature dependence of
resistivity, with a distinguished region of prevailing scatter-
ing from magnons. Single-crystalline La, ,Sr; gMn,O; man-
ganites, used for studies of quantum interaction effects, were
grown from sintered rods of the same nominal composi-
tion by the floating-zone method using a mirror furnace,
described in detail in [122]. High-quality single crystals
La,_,Pb,MnO, were grown by the flux growth using the
accelerated crucible rotation technique. The detailed prepa-
ration process and composition analysis are described in
[123]. A temperature dependence for La,_,Pb,MnO; per-
ovskite manganites [120] clearly shows an increasing resistiv-
ity with decreasing temperature for T' < 50 K. This increase
obeys the low T'/2 characteristic for quantum correction due
to e-e interactions in 3-D metals or due to WL with the
phase relaxation time 7, depending on the temperature as
7, ~ T~"2 [12,13]. The latter dependence is characteristic
of the inelastic e-e scattering, which results in dephasing of
the electrons. The key role of e-e interactions seems to be
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quite natural for these compounds, which have typical char-
acteristics of strongly correlated electron systems. MR was
found to be positive and relatively large, up to 20% at 4.2 K.
The positive sign of MR has been attributed to the e—e inter-
action in the presence of disorder [120]. The temperature
dependence of the resistivity correction for La, ;81 sMn,0;
was studied by Zhang et al. [121], who found the same 7'~/
dependence. The authors proposed the explanation in the
framework of WL with the dephasing time 7, ~ T~/
Another interesting example was the observation of quan-
tum interference effects in Fe,_,Co,Si ferromagnets [1 24].
This system is peculiar because the two limiting compounds
(for x = 0 and x = 1) are both nonmagnetic, whereas for
almost all intermediate compositions, it is magnetic [125].
Polycrystalline pellets or small single crystals grown from
Sb and Sn were produced from high-purity starting mate-
rials by arc melting in an argon atmosphere. Annealing
of Fe,_,Co,Si (Fe,_,Mn,Si) in evacuated quartz ampoules
for 24 h at 1280 °C (four days at 1000 °C) improved the
homogeneity of the samples. The linearity of the lattice
constants with Co and Mn concentration indicates that Co
or Mn successfully replaces Fe over the entire concen-
tration range (0 < x < 1; 0 < y < 1). Energy dispersive
X-ray microanalysis confirmed the nominal concentrations.
The Hall effect data established the sign and density of
the carriers, and demonstrated a systematic increase in the
carrier density (n) proportional to the Co and Mn con-
centration at small x and y [124]. It was shown that »
does not change when the Curie temperature is surpassed.
Spontaneous magnetization determined from the saturated
value of the magnetization at high magnetic fields corre-
sponds to approximately 1 up per Co atom. These materi-
als are highly disordered low-carrier-density ferromagnets,
where the same electrons are responsible for both the mag-
netic properties and the electric conduction. One should
note, however, the rather low coercive magnetic field, as
may be determined from the analysis of the magnetiza-
tion hysteresis [124]. This implies either weak ferromagnetic
crystalline anisotropy and/or weak domain wall pinning,
A large positive and weakly temperature-dependent MR
was observed at T < 35 K (below the Curie temperature}.
Due to the similarity between the low-temperature mag-
netotransport for paramagnetic Al- and Mn-doped FeSi
and Fe,_,Co,Si, the authors [124] concluded that the low-
temperature MR in ferromagnetic Fe,_,Co,Si is due to e-e
interaction enhanced by disorder. Indeed, the dependence
of the correction on the magnetic field is in good agreement
with the interaction theory of magnetoconductivity in non-
magnetic 3-D systems [12,13], provided the magnetic field
is substituted by an effective field Hyy = H + aM, where
o is a constant and M is the internal magnetization. The
temperature dependence of the correction to conductivit
obeys the T-"/2 law. The temperature scaling (o — 0y)/T*
versus H/T has been observed for temperatures up to
100 K in some alloys, which demonstrates the strong quan-
tum interference effects at rather high temperatures. The
experimental results of the above-described works are in
rough agreement with our previous analysis. Indeed, in the
case of strong ferromagnets, the magnetization completely
suppresses the singlet cooperons and diffusons. The effect
of an external magnetic field can be seen only on the triplet
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cooperons, for which the magnetic field dependence appears
as in the case of nonmagnetic metals with the magnetic
field H replaced by the magnetic induction B. Finally, we
note that the enhanced e—e interaction effects and WL were
also reported in the conductivity of ferromagnetic glasses
[.l%(w, 127]. However, the presence of a minimum in resis-
tivity at rather high temperatures (above 200 K) indicates
the electron interaction with two-level systems as the most
probable explanation of the effect [128].

12. COULOMB INTERACTIONS
IN FERROMAGNETIC
DOUBLE JUNCTIONS

When the central electrode (island) of a double-barrier junc-
tion is small, the addition of one extra electron may cost a
significant amount of energy. This addition energy includes
a contribution following from the quantization of the energy
levels of the island, and also a term due to the electrostatic
interaction of the extra electron with other electrons being
on the island. These two contributions may be comparable.
In a few-¢lectron quantum dot, the discreteness is important.
In metallic islands (grains) of nanometer size, on the other
hand, the quantization of the energy levels is less important,
and in that case, the energy related to the electrostatic inter-
action plays a dominant role. In the simplest case, one may
approximate the electrostatic energy by a phenomenologi-
cal charging energy E, = €*/2C, where C is the capacitance
of the island. The charging energy defined in this way is
independent of the distribution of electrons between differ-
cent discrete levels. This phenomenological model describes
the transport characteristics rather well for the energy relax-
ation time on the island smaller than the injection time (time
between the following tunneling events). When the capaci-
tance C is sufficiently small, one can then reach the regime
where the charging energy E, is larger than the thermal
energy &, T. If this is the case, discrete charging of the island
with single clectrons modifies the junction current-voltage
characteristics, leading to a Coulomb blockade of the elec-
tric current below a certain threshold voltage and to char-
acteristic Coulomb steps above the threshold [22]. When
the system is in the blocked state, then the blockade can be
removed by applying a gate voltage to the island. The system
then acts like a transistor, in which, however, clectrons are
transmitted in a correlated way one by one, and therefore
the device is called a single-electron transistor (SET).

There are two methods of magnetic control of the
Coulomb blockade phenomena. First, one can apply a rel-
atively strong magnetic field which, owing to the Zeeman
splitting of the energy states and spin asymmetry in the
density of electron states, induces a shift of the chemical
potential in the ferromagnetic electrodes (external and/or
central), and therefore effectively acts as a magnetic gate.
This method, however, is limited to rather small charging
energies and, consequently, to low temperatures (due to the
small Zeeman energy) [23].

Another method of magnetic control of the Coulomb
blockade effects follows from the sensitivity of the charging
effects to the relative orientation of the magnetic moments
of the grain (if it is magnetic) and external electrodes
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[129,130]. This technique is not limited to low tempera-
tures, and for realistic parameters, can also work at room
temperatures. We will restrict our further considerations
to this method and to a double junction, in which both
external electrodes are ferromagnetic, while the island is
nonmagnetic.

Generally, one can distinguish three relevant time scales
in electronic transport through ferromagnetic (FM) or non-
magnetic (NM) double junctions: (1) spin-conserving energy
relaxation time on the island 7., (2) current injection time 7,,
and (3) spin-flip relaxation time 7. In real systems, 7, is
usually the shortest time scale, 7. < 10~ s, whereas Ty can
be in the range 10~°-10"% s. On the other hand, for a current
of 1 nA, the injection time is of the order of 10~ s, Thus,
the slow spin relaxation limit is experimentally accessible.
Accordingly, one may assume that the shortest time scale in
many systems is the spin-conserving energy relaxation time.
As concerns the other two time scales, we will distinguish
two regimes. The first is the slow spin relaxation regime,
where the longest time scale is the spin-flip relaxation time
Ty > 7, 3> 7. In this regime, an clectron tunneling to the
island relaxes to the relevant Fermi level before the next
tunneling processes occur. However, the electron can pre-
serve ifs spin orientation for a time much longer than the
time between successive tunneling events (injection time).
This means that the electrons on the island in a steady state
can be described by two Fermi levels corresponding to oppo-
site spin orientations [131-133]. The second regime is the
so-called fast spin relaxation regime, where 7,, becomes of
the order of 7, or even shorter. In that case, there is a com-
mon Fermi level for different spin orientations [129, 130]. In
this limit, the two external electrodes become magnetically
decoupled, and when the central electrode is nonmagnetic,
the total current flowing through the system is independent
of the magnetic configuration. In the following, we assume
spin-conserving tunneling through the barriers, and define
positive bias V' as the one corresponding to current flow-
ing from the left to the right (electrons flow in the opposite
direction).

12.1. Limit of Continuous Density of States

Assume that the effects due to the quantization of energy
levels on the island are negligible. Such an assumption is rea-
sonable when the separation between discrete energy levels
is much smaller than the charging energy, and also signifi-
cantly smaller than the thermal energy k;7. When the bar-
rier resistances are larger than the quantum resistance R,
(R, ~ 26 kQ)), one can use the “orthodox” tunneling theory
to describe electronic transport. In the sequential tunneling
regime, an electron tunnels to the island through one bar-
rier, and later another electron leaves the island through
the second barrier (or vice versa). These processes are sup-
pressed below a certain threshold voltage, and therefore are
dominant only above the first Coulomb step. The electric
current / in the sequential tunneling regime can be calcu-
lated from the formula

I=—-ey PI(N)YL{TE(N) - FI;(N)}
N o

= ey P(N) AL (N) - T (M)} (17
N T




Localization and Interactions in Magnetic Nanostructures

where ¢ is the absolute value of electron charge (e > 0),
It (N) (a =1 for the left junction and @ = r for the right
junction) are the tunneling rates for electrons with spin o,
which tunnel to the island (+) from the lead & or back (—),
whereas P(N) is the probability of finding N excess elec-
trons on the island.

The probability P(N) is usually calculated from the mas-
ter equation

9P(N)/ot =0 = —T(N)P(N)+ P(N = 1) L. TH(N = 1)

+P(N+1) TN +1) (18)

where [*(N) = T (N) +T% (V) and T(N) = X, {[F (N) +

I'-(N)}. From this follows that, in a steady state, the net

transition rate between the states with N and N + 1 excess

electrons on the island is equal to zero, which can be used
to calculate the probability P(N) [134].
The transition rate T'} (N) is given by

ro

T4 V) = 27 [ 4BIT,, (E)PD,o(E - E)D, (E ~ Ef)
x f(E~ EP)[1 = F(E - Exy)] (19)

where T,,(E) is an average transition matrix element for
electromnic states of energy E, while E and EY are the
Fermi levels, respectively, for the island and right electrode.
Due to spin accumulation on the island in a general case, the
Fermi level EW is spin dependent. The difference between
E}(J(, and E(F") depends on the applied voltage and the num-
ber of excess electrons on the grain, and can be written as
EY — E® = E, + AEY — eV,(N). Here, E, = ¢2/2(C, +
C,), and V,(N) is the potential drop at the right junction,
V.(N)=CV/(C +C,) - Ne/(C;+C,), with C; and C, the
capacitances of the two junctions (C;+ C, = C). Apart from
this, AEY is a shift of the chemical potential of the grain
for spin ¢, which is caused by spin accumulation.

Generally, the spin dependence of the transition rates
Tt (N) and T, (N) (@ = 1, 2) follows from the spin depen-
dence of the matrix elements, the spin dependence of the
density of electron states, and the spin dependence of the
Fermi level. For constant (independent of energy) matrix
elements and density of states in the electrodes, the transi-
tion rate I’} (N) can be written as

[

1 +eV (N) - E, — AES
R, 1 — exp{[—eV,(N) +E, + AEQ1/kT}
(20)

I5(N) =

where R,, is the resistance of the right junction for the spin
channel o. Formulas similar to Eq. (20) also can be written
for T (N) and for the tunneling rates T} (V) and I} (N)
through the left junction. _

For arbitrary 7, the chemical potential shifts AES can
be determined from the relevant balance equation which,
for the case of a nonmagnetic island, takes the form

Lo~ 1y - DR =0 (21)
4 T, sf
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where If') (¢ = 1,r) is the current of spin-up electrons
through the ath junction, D is the density of electron states
in the island per spin, and the condition AES = —AEY), was
used (valid for nonmagnetic islands). The chemical potential
shifts and electric current flowing through the junction have
to be calculated self-consistently.

Typical transport characteristics of a double-barrier junc-
tion with a nonmagnetic island are shown in Figure 4 for
both parallel and antiparallel magnetic configurations, and
for the slow spin relaxation limit on the island. In both cases,
the electric current is blocked below a certain threshold volt-
age, which is determined by the charging energy and the
ratio of capacitances C,/C,. Current flows above the thresh-
old voltage and a typical Coulomb staircase then can be
observed. Each step corresponds to a new charge state of
the island, and consequently, to a new channel for electron
tunneling. The Coulomb steps are well resolved for an asym-
metric junction, when the resistances of both barriers are
significantly different. However, the steps of the Coulomb
“staircase” above the threshold voltage are qualitatively dif-
ferent in the parallel and antiparallel configurations. This
difference is due to spin accumulation and associated shifts
of the chemical potentials. When the electrodes are of the
same ferromagnetic material, there is no spin accumula-
tion on the island in the parallel configuration, and conse-
quently, no spin splitting of the chemical potential. Thus, the
current-voltage curves in this configuration are similar to
those for nonmagnetic junctions. In contrast, in the antipar-
allel configuration, the spin asymmetries for both junctions
are different, and a nonequilibrium magnetic moment builds
up on the island (spin accumulation) until the tunneling
rates for a given spin orientation become equal for both
junctions. The additional kinks on the -}/ curve for the
antiparallel configuration correspond to the local maxima of
spin accumulation. Since the I~V characteristics are differ-
ent in the parallel and antiparallel configurations, transition

antiparallel

Current [nA]

parallel
1 1 — - A A

0,0 0,1 0,2 0.3
Voltage [V]

-0,3 -0,2 -0,1

Figure 4. Typical current-voltage characteristics in the parallel and
antiparalle]l configurations, calculated for the long spin-flip relaxation
time limit. The junction consists of two identical ferromagnetic outer
electrodes, two nonmagnetic barriers, and a nonmagnetic metallic cen-
tral electrode. The parameters assumed are: E. = 40 meV, kT =
1 meV, R, =2 MQ, R_ =05 MQ, R,, =200 MQ, R,_ = 50 MQ,
and C,/C, = 1. Here, ¢ = & corresponds to the majority (minority
electrons, R
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from one configuration to the other results in a nonvanish-
ing TMR effect, which varies with the bias voltage reflecting
the features in the corresponding /-V curves.

When the spin-flip relaxation time for the island becomes
shorter, the TMR effect decreases. In the case of a non-
magnetic island, no TMR appears in the fast spin relax-
ation limit. The transition from slow to fast spin relaxation
was considered in [135], where it was shown that TMR drops
relatively fast to almost zero when the spin relaxation time
approaches the injection time.

Sequential tunneling processes are suppressed below the
threshold voltage. However, there are still processes of
higher order (cotunneling), which can transport charge
between the source and drain electrodes [130]. In the cotun-
neling processes, two tunneling events are correlated in
time, and are not blocked by the charging energy. Being
of higher order, they are less effective, and therefore the
electric current in the cotunneling regime is smaller than in
the sequential one. Close to the threshold voltage, however,
both currents may be comparable.

The cotunneling processes can be calculated perturba-
tively. The lowest order perturbation description is valid suf-
ficiently well below the threshold voltage. However, a more
general description has been worked out, which is also valid
in the transition regime. Such a description was formulated
in terms of closed-time path Green functions [136] for non-
magnetic SETs. This description was extended recently to
magnetic systems [137]. It includes the double-barrier cotun-
neling processes directly contributing to electric current, and
the single-barrier cotunneling processes which—although do
not contribute directly to the flowing current—give an indi-
rect contribution via modification of the magnetic state of
the island. Other cotunneling processes lead to vertex and
propagator renormalization. When the spin relaxation time
on the island is long, the cotunneling processes—similarly
as the sequential ones—lead to spin accumulation on the
island.

12.2. Role of Discreteness

When kT « AE, the size quantization of energy levels on
the island must be taken into account [138-140]. To describe
the transport properties, the “orthodox” tunneling theory
[141] was generalized by taking into account the electron
spin [140]. The electric current in a stationary state is now
given by the formula [140]

I=—eY) 3 P(N;,N)[TH(N,, N) =T (N, N,))

o Ny, Ny

=eZNZN P(N,, N){T(Ny, N) =T (Ny, Ny} (22)
x Ny, Ny

where T'¥ (N,, N,) are the tunneling rates for electrons with
spin o tunneling to the island (+) from the lead @ = [, r or
back (—), and P(,, N,) is the probability to find N, and N,
excess electrons on the island with the spin o =4 and ¢ =,
respectively. The total number of excess electrons on the
island is N = N, + N, while its magnetic moment is deter-
mined by M = N, — N,. As before, only spin-conserving
tunneling processes are taken into account in Ex. (22).
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The probability P(N;, N,) can be calculated from the fol-
lowing master equation [140]:

OP(N;, N,)/ot
=0=—[[(Ny, N+ 0, (N, N)) + 0, (N}, V)]
x P(N;, N,) + T (N, — 1, N)P(N, — 1, N,)
+THN,, N, = DP(N,, N, = 1) + T (N, + 1, N,)
x P(N, +1,N,) + T} (Ny, N, + 1)P(N,, N, + 1)
+ 0y, (N, = L, N, + DP(N, = 1, N, + 1)
+Q,, (N, +1L,N, = 1)P(N, +1,N, 1) (23)

where [X(N,, N)) = ¥, TE(N,, N,) and T(N,,N,) =
YoAlF(Ny, N)) + T7(Ny, N)]. The tunneling rates
I:(N;, N)) include tunneling process between the lead
a and all discrete levels E,, of the island. The Q terms,
on the other hand, take into account the spin-flip process
on the island. For a nonmagnetic island, one may assume
that the discrete energy levels E,, are independent of
the spin orientation. One can also simplify the description
further by assuming that the levels are equally separated,
with the level spacing AE. The tunneling rates T (N;, N,)
can be then expressed in terms of the bare tunneling rates
ye, = AE/e*R,, [141]. When the level separation AE
becomes of the order of kzT or larger, but still smaller
than E,, the effects due to the discrete structure become
visible in the transport characteristics as additional small
steps [140].

13. TRANSPORT THROUGH QUANTUM
DOTS WITH ELECTRON
CORRELATIONS

Further features appear when E, < AE. A limiting case
is when tunneling takes place through a single discrete
level. The system consisting of a single-level nonmagnetic
quantum dot coupled to two ferromagnetic leads can be
described by the Hamiltonian H = H, + H, + H, + H,,
where the first two terms, H, and H,, describe the left and
right electrodes (in the noninteracting particle approxima-
tion, for simplicity), whereas the term H, describes the dot,
and can be taken in the Hubbard form H, = Y, ¢,ctc, +
Ucyc,cle,, in which ¢, is the energy of the discrete level,
U is the electron correlation parameter, and ¢} (c,) are
the creation (annihilation) operators for the dot. The energy
level ¢, includes the electrostatic part, €, = €) + ¢U,, where
52 is the level energy at zero bias, and U, is the electrostatic
potential of the dot. The last term, H,, is the tunneling part
of the Hamiltonian, where only spin-conserving tunneling
processes are taken into account.

When the tunneling rates are small, the transport char-
acteristics can be calculated within the master equation
technique [142,143]. In a more general situation, such a
description is not sufficient since it does not properly take
into account the electron correlations on the dot. It also
breaks down in the strong tunneling regime and at low
temperatures, where many body effects become important
and lead to the Kondo effect. A more accurate description

4
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is based on the nonequilibrium Green’s functions (NGFs)
[144, 145].

The tunneling current J, can be calculated from the for-
mula [144-146]

e d ) T !
o= [ 5210 - flgan
x [{eas N = Gegs )] (24)

where ((c,; ci). and {(c,;ct)¢ are the retarded and
advanced Green’s functions, f;(€) and f,(€) are the Fermi
distribution functions for the left and right electrodes,
whereas T (€) and T7(¢) are the contributions to the half
width of the discrete level due to electron tunneling to
the left and right electrodes, respectively. The formula (26)
is valid when T!(e) and T (e) are proportional, I (e) =
AT ().

Equations of motion for the retarded and advanced
Green’s functions contain the occupation numbers n, =
{cte,), which in turn are determined by the lesser Green’s
function {c,; ¢ty via the formula, n, = [(de/2m) x
Im{c,; ¢ty s. Thus, to find the electric current, one needs
to calculate self-consistently all of the Green’s functions,
occupation numbers, and the clectrostatic potential. When
the Kondo effect is irrelevant, the Green’s functions can be
calculated in the Hartree~Fock approximation.

When the temperature is sufficiently low, the Kondo res-
onance in the density of states is formed, which has a dra-
matic influence on transport through the dot. The Kondo
effect occurs in quantum dots containing an odd number
of electrons, and is related to screening of the dot spin by
conduction electrons in the leads. This screening is a many-
body effect which occurs due to exchange coupling between
the electrons on the dot and in the leads. In the case of
quantum dots connected to nonmagnetic leads, the Kondo
effect was extensively studied in the past decade. However,
some new interesting questions arise when the leads are fer-
romagnetic and the conduction electrons are spin polarized.
Recent theoretical results show that the Kondo effect still
persists in such systems, although its characteristics are sig-
nificantly modified [147, 148].

14. SUMMARY

The localization and interaction corrections to electrical
conductivity can be significant not only in nonmagnetic, but
also in ferromagnetic disordered metals or nanoscopic struc-
tures. As ferromagnetism diminishes localization corrections
(and generally suppresses the singlet cooperon leading to
the absence of weak antilocalization), the interaction cor-
rections are rather unaffected by the ferromagnetism, and
therefore can be easily observed in ferromagnetic systems,
The corrections are important only at relatively low temper-
atures, Generally, there are some experimental works which
confirm the importance of the WL and e-e interaction cor-
rections. These data were usually accounted for on the basis
of the theoretical results obtained for nonmagnetic systems,
Even though the physical origin of quantum corrections in
ferromagnets is substantially the same as in nonmagnetic
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systems, there is an important difference due to the pres-
ence of internal magnetization and magnetic induction in
ferromagnets.

Electron—electron interaction also leads to significant
effects in ferromagnetic mesoscopic double-barrier tunnel
junctions, which are also observable at high temperatures. In
the case of a sufficiently large central electrode, this inter-
action can be described by a phenomenological charging
energy. This charging energy leads to a Coulomb blockade
of electric current below a certain threshold voltage, and
also to Coulomb steps at higher voltages. The interplay of
ferromagnetism and charging effects leads to some new fea-
tures in the transport characteristics. Some of these features
result from nonequilibrium spin accumulation at the small
central electrode. When the central electrode is a quantum
dot, the Coulomb correlation on the dot can be described in
terms of the Hubbard model. Electronic transport then takes
place through a small number of discrete levels (or even
through a single level), which leads to additional features.

Coherent transport in the low-temperature range as well
as ferromagnetic tunnel junctions (also operating at high
temperature) are of potential importance for applications
in magnetoelectronics and spintronics devices. The ferro-
magnetic systems or ferromagnetic components of a more
complex device can be either metallic or semiconducting.
Recently, huge efforts have been undertaken to grow ferro-
magnetic semiconductors with room-temperature ferromag-
netism. The phenomena described in this review apply to
ferromagnetic semiconductors too.

GLOSSARY

Anisotropic magnetoresistance (AMR) Magnetoresistance
observed in ferromagnetic metals which depends on relative
orientation of electric current and magnetization.
Anomalous hall effect (AHE) Transverse current induced
by the electric field in ferromagnets in the absence of exter-
nal magnetic field.

Giant magnetoresistance (GMR) Magnetoresistance in
magnetic multilager system related to the switch from
antiferromagnetic to ferromagnetic ordering in magnetic
layers by weak magnetic field.

Magnetic multilayers (MMLs) Alternating thin layers of
magnetic and nonmagnetic metals.

Magnetoresistance (MR) Variation of the resistance of
metals and semiconductors in magnetic field.

Molecular beam epitaxy (MBE) Technology of the epitax-
ial growth of thin films using molecular beams.
Ruderman-Kittel-Kasuya-Yosida interaction (RRKY) Mag-
netic interaction due to the exchange between magnetic
impurities via free electron gas.

Spin-orbit interaction (SO) The interaction affecting the
spin state of a particle due to its orbital motion.

Tunneling magnetoresistance (TMR) Magnetoresistance
in tunneling systems with magnetic overlayers.

Weak localization (WL) Theory of weak corrections to
conductivity in metals and heavily doped semiconductors
induced by disorder.
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